
UNCLASSIFIED

AD NUMBER

LIMITATION CHANGES
TO:

FROM:

AUTHORITY

THIS PAGE IS UNCLASSIFIED

AD815026

Approved for public release; distribution is
unlimited.

Distribution authorized to U.S. Gov't. agencies
and their contractors; Critical Technology; MAR
1966. Other requests shall be referred to Army
Research Office, Durham NC. This document
contains export-controlled technical data.

usaro ltr, 9 feb 1972



• ........;..:::.: 

yfaww&M4 

//meufim 

u. s. ARMY ELECTRONICS CO 

. J. 

20. S0 ^fttHtd S900 

Teihnica! Papers - Part 1 

Tee  ***•£* J   the   ****   S»**"*« 

OFFICE, CH 

L 

EF OF RESEARCH AND DEVELOPMENT 
DEPARTMENT OF THE ARMY 



ft 

WH—Pg pa^—"^—' ■nammsBiiM 

DEFENSE SUPPLY AGENCY 
HKASQUAirrsim.  DKrwJSK Docu mwATioN CENTER 

FOP   «CIENTIFSC   AND   TECHNICAL   INfOKMAtfON 
CAMERON   STATION 

ALEXANDRIA,    VIRGINIA   &SSI4 

IM REPLY 
SSERTO    DDC-BKBDC-TCA 052467-3378 24 May 1967 

SUBJECT:    Bequest for Scientific and Technical Reports 

TO:        Coawsftdlng Officer 
Army Research Office   (Durham) 
Box CM, Duke Station 
Durham,  North Carolina    27706 

1. The report referenced below is believed to be a BoD-funded document It cannot be 
located in the Defense Documentation Center (DDC)   collection. 

2. DoD Instruction 5100.38 of 29 March 1965 requires twenty (20) copies of the report be 
forwarded ta DDC. At lea»? one copy should be black printing on white background or if 
typed, the ribbon copy) suitable for reproduction by photographic techniques. 

3. Documents niust be stamped with proper distribution statements according to DoD Direc- 
tive 5200.20 of 29 March 1965. This includes information >n the releasability of unclassified 
documents for saL by the Clearinghouse for Scientific and Technical Information. 

4. If the document is net releasable to ÖDC, indicate the category of exception by checking 
i»ie applicable statement under A on the reverse side of this letter. When reports are forwarded 
to DEC, or have already been «ait to DDC, fill in statements under JB JH the reverse. 

5. Return the copy of this form with the reports o» as a reply to this request Enclosed is 
a DDC Form 50 for your use, if you wish to be notified of our accession (AD) number. A 
franked label is also enclosed to defray cost of shipment of documents. 

2 End. 
1. DDC Form 50 
2. Franked label 

TELEPHONE 

AREA.   COCK   SO» 

OJUFOäD «3it!i9ex 

81984 

052467-3378 

Office, Chief of Ssch & Dev - D«|pt of Army - Wash, D.C. 

Operations Research Symposium -Technical Papers,  Pt  I, 
29-30 March  1966 

U)Y*H. CHAPMAN 
Director 
User Services 

DDC has fcart II as AD 370 995. 

noi-ei "we are ordering this report direct from you, 
per information received from Army Electronics Command 
Fort Monmouth, N.J. stating that you sponsored the 
Sympop ium. 

GMR 14558 I/S 



ilpqpqjpMRzviBgg 

r=?! 

Ay»..... ,  :<r 

A.    In  accordance with the provisions of Department   of   Defense   Instruction   SI06.SS   of 
29 March 1965, the document requested cannot be »applied for the feliowiftg -ijMuani; 

□ It is TOP SECRET. 

□ li contains cryptographic and communications security. 

□ It is excepted in accordance with the DoD instruction» which 
apply to communication« and electronic intelügeaee,. 

□ It is a registered document or publication, 

□ It ü an administrative paper, memoMF.dnm or report, s coutr&ct 
or grant proposal, or an order. 

B. 

. coDiee are forwarded herewith, 

□ The document requested has already bean foms/ded to DBC by 
oar letter of ^V 

□ The document requested is AD number 

sf/^es  A. SfArk\ 
Print or Type Name 

~~P       AUTHORIZED SiGNATUKE 



wmBmmmmmMmm**m**nw*ra 

 i 

* i, =ub1ect to special export controU and «ash trassfcial This document is subject w sp nationnU may fe, made only wift 
to  ver,ir,  govcrnment» or  lomgn  ^^  omce_0urjlMB, Durt***, 
prior  approval ol  me   J.  ^>- 
North Carolina. _—_«.i 

,his rpr)Crt ave not to be construed at «n öHMal 
K-Ä'0f,ntSU AXposiW «I« - dented by «tar 
authorised documents. 

PREPRINTS 

for the 

United States Aray 

OPERATION? RESEARCH SYMPOSIUM 

29-30 March 1966 

PART I 
(Unclassified Volume) 

f 
Sponsored by 

Office, Chief of Research and Development 
i 

Department of the Army 

Hosted and Conducted hy 

Headquarters, UL S. Army Electronics Command 
I 

Fort M&nmouth, New Jersey 

1 '«■"ijtfclt! 



U, S. ARMY OPERATIONS RESEARCH SYMPOSIUM 

2?-30 March 1966 

FOREWORD 

In the last few years the Army has oecome increasingly more conscious 
of the employment of modern study techniques in the examination of alterna- 
tive decisions which may be made concerning current and future operations. 
With the increasing costs of complex weapons systems and increasing atten- 
tion to the development of a multipurpose Army, it is vitally necessary 
that full attention be directed toward the improvement of these study 
techniques themselves.  One method by which this may be accomplished is the 
conduct of symposia designed to bring the participants abreast of current 
developments. 

The theme of this year's Army Operations Research Symposium is 
"Life Cycle Management of Materiel." The papers to be presented are com- 
piled in this volume.  Being responsive to the theme, they are primarily 
hardware oriented.  As in previous years, papers have been accepted from 
Army personnel working on operations research projects and from personnel 
of the several contractors working in this field for the Army. 

This compilation of preprints represents a new procedure with respect 
to this series of symposia.  There will be no formal post-symposium pro- 
ceedings, as there have been in other years.  It is believed that the new 
system will elicit more valuable discussion of the papers at the symposium 
itself. 

The Department of the Army has encouraged this series of symposia 
as one means of stimulating the in-house operations research capability. 
The forthcoming symposium evidences progress in this direction since it 
is observed that of the papers accepted for presentation, approximately 
three-fourths are by Army operations research personnel. 

ROBERT E. KTMBALL 
Colonel, GS 
Director of Army Research 
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A STOCHASTIC SURVEILLANCE DECISION MODEL 
CYBERNETIC CORRELATORS 

by 
Erwin Biser 

Avionies Laboratory 
USAECOM, Ft Monmouth, N. J. 

1, INTRODUCTION: 

The notion of multisensor surveillance i3ystems hao come 

to the fore in recent years. It is pertinent, therefore, to postu- 

late a surveillance eystem consisting of a finite number of hetero- 

geneons sensora such as photographic, optical, electromagnetic 

(types of radar), infrared (IR), lasers, etc. The concepts of organiza- 

tion, in the cybernetic sense, and of information content naturally 

suggest themoelves with regard to problems of system analysis, sys- 

tem synthesis and integration of a multisensor surveillance and re- 

connaissance oomplex. 

2. SENSOR EVENTS, TARGET EVENTS AflD THE SYSTEM CONCEPT: 

Associated * th each sensor are sensor-events; these are 

responses (sometimes spurious) of the sensors,  say, the blip on the 

radar scope, to objects "out there  in spaoe whioh may'yield informa- 

tion about the presence or absence of targets. It is by means of the 

sensor-events that detection identification, and recognition of targets 

are accomplished. The knowledge of the characteristics of the ssnsor- 

events does not determine uniquely and absolutely the presenoe or 

absence (let alone the type) of a target. These sensor-data may also 

take the form of the values of parameter measurements such as the 

average power of a -sampled signal. 

By a target event is meant simply the presence or absence 

of a target "out there" in a spatio-temporal region that corresponds 

to or is Inferred from a set of sensor-events or their parameter 

values. Note that a sensor is expected to yield a return on the basis 

of whioh the presence or absence of a target is estimated. Even in 



the case of a radar sensor the range-aisimuth-eievaticn triplet 

may nut indicate the presence or absence of a target with certainty. 

3,  THE CONCEPT 0? INFORMATION COKTENT OF A SYSTEM: 

The concept of randomness is the fundamental concept 

underlying probability, statistics and information theory; it is 

this concept that forms the inextricably close relationships of the 

three mathematical disciplines. With entropy is associated uncer- 

tainty. Entropy is the quantity that measures the amount of un- 

certainty (the mean uncertainty) associated with a probability space: 

1. H(A)=   - "5"p(A)log p (A) 

wher8 the probability space is given by: 

\Ao, /»*,-• j fix*) 2. A. . 

The logarithms are taken to an arbitrarily selected base(axcept zero); 

and j). log p.-=i 0 if p. =0. H (py , px ,.. ,p^ ) is an increasing 

function of the p , •  s. It is equal to zero if and only if one 

of the p. 'a takes on the value 1 and the others are zerot in all 

other casea it is always positive. The entropy of a space increases 

as tha prqbabi11tfein the space decrease. 

H(A)  , the entropy of A, can also be interpreted 

as yielding the mean uncertainty about A after an observation; 

and as providing the mean uncertainty about the probability space A 

prior to an observation. The terms uncertainty and information will 

be used interchangeably. 

It can be shown that the entropy of the product 

space (X Y) is given by: 

3.   H(Xyj =   -£.*'*>& *9/><*>& 

« 



where /? ( /  I X/  measures the average additional amount 
of information needed to specify the values of the elements 

of the probability space Y  if the values of the events of *t%^, 

space X  are known.  HC/l^O is *&© conditional entropy 
of the space  Y  given that the eventp of the space   X 

have been observed. 

It can also be shown that: 

4. H CYIX) £.  H fyj 

This is Shannon's Fundamental Inequality. 

This equation states that the entropy of a finite 

probability space Y  cannot be increased as a result of 

observations on space  X . It can also be shown that: 

5.        H.'xyj  4   wrx) + \*cy) 
The equality sign holds if and only if the spaces  X and Y 

are statistically independent. This inequality can be 

generalized to the product of any finite number of spaces: 

The last inequality constitutes the condition for the information 

srace (TfZ)  to be consistent.  It has been shown that * 

7. 

* Erwin Bis er, "Partitions of Discrete Information 3paces With 
Some Systems Applications." Transactions of the Tenth Conference 
of Army Mathematicians; June, 1965, ARO-D 65-2. 



where [ßAt J  §.,  .., $.  j is a k-partition of S (a probability 
space). A k-partition 'of S^symbolized by  ^—./^J^ v  is 
given by the two conditions: J 

8(a) 3 ■-      %USUt,...u8. 
* As.   " X. "4 

8{b)    s.   n v§.    =  <fi 

p    is  (the null set), for J1^ & 
This means that the information spoce S is the union of a 

finite number of subspaces that are pairwise disjoint, 

where 3j  (likewise Q-  ) is a subspaoe of 3  , that is 
by itself a product space of ^      spaces. 

It can be shown that if £^ j3> \       is a 2-partition 
of an information space S , then:     a 

10 

(%*  ^1 )  ia 1:he amount of information provided by 
subspace (subsystem) S,    about subspace (subsystem)^ 

Likewise, for HCS./^*.) * 

EXAMPLE 

S =• CXt\^\&XA)    ♦ the Produot space of    X.X^X-a, H^ 

11. 

12. 
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The foregoing constitutes tha inf or»»tI.cn /theoretical concept of syptea as an 

InTorafttiftn space, as the product space of paraMeters that are effectively gystca 

descriptors.    The paraaKtera can stand for operations, activities, functions of sub- 

aysteps, and probabilities, e.g. probability of detection, probability of identification, 

etc.   For our purposes each pararoeter is restricted to a finite get of values.    Thus 

the subsp&ces alluded to in tiie preceding discussion are essentially subsyateas of 

an inforaatiou system. 

I*.    THE COSDITIüKAL EST30FY CRITBilgaB: 

Let "f~ be a set or class (pattern) of target events.   7~ ~    Z   *7j *^L  I 

is a 2-partition of T •    Similarly, let   $ ~  f -SJ, S^J v 

be a 2-partition of 3   , a set or class or pattern of sensor-events, composed of 

responses to two types or classes of targets,'^    aad   *7^, • 

What WB have ir effect is a system responding to kvo classes of target-events) and 

yielding two classes of sensor-events. 

I** ßCH/Sj 1     be the probability that   V€ "7^ if the observable 

SeS.      > *erc   J-jA   jr /, =*,   . 

b/?T   &.~\     iB the Probability that   Y** V? tuA3<e <? • sijoaltaneously. 

it frnij41        B tis8 additional inforsntion about       given the observation of 

the sensor-event   O, 

d 
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is.   H srisj* 

* 4L. \#W*>*W+r,l_suM&n 

Equation 15 is obtained from the following considerations: 

17,-2.-5.  per, 9.j /*/^^r /««7 

S'/^CJL-    & -    *7*S UTS 

Equation (15) is the information-theoretical criterion; it is essentially an expression 

for a decision function which to be minimized.    More precisely,  the set of sensor- 

data is partitioned into S*  and JL in such a way as to minimize    the conditional 



information expression,  into which a cost-function has been inserted. 

Experimentally this means that a decision can be 

rendered in accordance with a preassigned decision-criterion «ay,  the condition«! 

entropy criterion whether a target    "T7      belongs to  v,      or to    '7J.      .  if it i» 

possible to classify       the seneor-data received into dichotomous «eta    &       and 

4,5^,      .    Then the decision if made by minimiain«? an expression for the conditional 

entropy,  of the type shown in equation   (15).     O'—   7   ^,j t ^/I.J~-J %-i#j -3a, j -i»»^,'- ■, ^_, | 

The aforementioned expression can be made more specific by inserting 

values for the apriori and aposteriori probabilities,  as given below: 

21. h 

h 

5.   RISK FUNCTIONS: 

In all decisions one incurs a risk in making a choice; for instance the risk 

involved that the target^ belongs to 7^ when in fact it belong« to *7J , 

or vie« versa. 



Let  C        be the cost of choosing rp£ ffi^.       when in reality    *7J 4 Tf» 

Similarly,  for       C 

Let    *,*      ^//C-U 

Now it is assumed that    ^, ^Jf      for the cost ratio to favor      T" € Tt *, 

likewise,    %   ~Z* J.     denotes the fart that the cost ratio    C       /, favors deciding 

that    *?& ^ 

If fj        is chosen then all the occurrences of £   ^   the apriori probability that 

S       belongs to    «3£       are multiplied by   ^        in the expression for      //CVOS^ 

and the conditional decision criterion is minimized; 

H C 3   i     ^c> is minimised.    Similarly,  this can be 
*± 

done for      tf(y f s3        >.     A£"     <<?x     /£>   oA„s+s?J 

C(all occurrences of <5? 

multiplied by     ^     -^   »^v/fc^     ^s   ^t- ^2ä-«2^S    Z?t*>-^ J[ 

To SUB up:    We have a decision rule that enables us to partition the 

event space ii into two dichotomoua sets *3f    and .A    in such a way that if an 

observed sensor-evenc, say o     belongs to   Of  •  fj — /   s^ >     , then */* is 

selected to belong to   Tf'   • /j=. /,?<)% 

The event-apace 5 is partitioned into S,   and  S  with a viev of minimizing 

are 

sentsor- 
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C. INF0H4ATICS? COOTENT OF A SENSOR PARAMETER: 

Let us now turn to considering the Mount of information contributed 

by a single signature parameter of a senBor event. By & signature parameter 

is meant the characteristic of a response, auch ae the spectral density of & 

signal, etc, that helps to recognize or identify a target. The amount of 

information delivered by a particular value   /jfo, ot a sensor- 

event parameter to the recognition of a target class, pattern, or class is 

-Ä  **.*>   ^£30 
where k stands for the k-th parameter value; k=l to JL 

~Z* *jj j <^jtA.   J is *&* «mount of information 

provided by the k-th measurement of the parameter of the sensor-event 

•~i4^  about the target-event    "C'      (the target class 

i.e., that a target   iL'       belongs or does not belong to tarnet class 

T      )•       ? 

. If en event /~t^£.   has occurred, the information supplied by this 

knowledge alone Is given: 

The average value of self information is given by: 

Ju£ ?*•   lya^jt J     can fee expressed as: 

/U     .     /    \       -     T -fl  \„ TfiL id* ) 
-*-'%' J ^%L)  *~ -*-<^->    ^' !/    ~*" 
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This fchows thatjL/t£'   'jß'jk ) ** symmetrical in       M' and xl^ j 

it ie called the mutual information between     £' and   ><oL^ • 

1*-%%) My ) is the average value of the conditionfj. self information. 

The average information contributed by »11 the parameterover the entire 

sample of   /^*, discrete parameter values and the * target 

classes ie given by: -     X~" sLAs   I jf   ) ~~7 

/ the information content of the signature parameter SUjt is: 

The latter expression can be expressed in terms of the entropy function: 

fa/Gild's    I   = the eonditionel probability that the target   <Q'    belongs 

to    '£ after a particular parameter obaervationÄ.of 

the sensor events has been made. 

io/A. .     )   = the probability that the given parameter has bean measured,i.e., 

that the parameter measurement has been obtained. 

10 
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fate) 

*K 

= the probability that the given parameter observation is ofet»ined 

from a particular target   t- that belonge to class  J^' 

= the a priori probability that a particular target 

a raeiäber of class ? 
is 

The average amount of information obtained by a set of signature 

parameters about a target class °^5*        is the difference between the 

entropy of the parameter distribution for all the target classes and 

the entropy of the distribution of the parameter undergoing observation 

end measurement. 

11 

°*>*M()fa 
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7- THE DECISION RULE: 

In thlB paper we are concerned with making decisions in selecting a 

target to T or to  T„. Thia decision is made upon a predetermined 
*       *** 

criterion that enables us to separate the class of sensor-events into two 

dichotomous sets S and S- . The classification procedure is eseentialiy 

equivalent to the partition of the sensor-event space and subsequently the 

target space into at least two mutually exclusive subspaces. Points of the 

sensor space are assigned to each subset with varying degrees of probability. 

I» order to make sure than an arbitrary sensor event is given a unique 

assignment to one class a threshold magnitude is selected on the basis of 

both theoretical Judgment and experience. 

In our present discussions there are only two classes of eensor events 

and two sets of target events. It is well known that an optimal decision 

rule for this case is one in which the test statistic is a likelihood ratio; 

this ratio is compared with a threshold, say, K. 

The a priori likelihood of an event to occur or of a hypothesis to be 

true is the ratio of two probabilities. The a priori likelihood, for Inetance, 

of a sensor event to occur Is the ratio: 

where pfg~\    is the probability that the sensor event, 5 does not occur 

and the a priori likelihood of a eensoi event to belong to class S. is the 

»U°: /■ ('S, ) 

12. 



We shall as the likelihood ratio the following expression: 

L(s) n t'/f, 

nhere p  and <j   are defined in equation 21. 

If L (3) "7 K , 8 is »elected to belong to Set 3^ 

I* t (S) j^  K . S is selected to belong to 3A 

For a given sensor event 3, that class Is selected for itfcset in eccordanc» 

vith the following expression: 

This expression is contrived to ainisite the average cost. 2hls is the 

threshold chosen for the livelihood ratio, where Q /  and ^a* 

are the costs of nlaclasslflcatlon as shovn is the previous discussions. 

13 



GROUND COMBAT COMMUNICATIONS SIMULATION MODEL 

Mr. Janes W, Virden - Technical Program Diraetor 
Robert H» Parke - Specialist 7 - Mathematics-Statistics Assistant: 

U.S. Army Comtat Development Command 
Communications"Electronics Agency 

Concepts Mviaion 

A. Background of Development 

A Combat Development Communication Electronic (CB/C-E) Study 
normally concerns all echelons and elements of command In one or  more 
future time frames (10-20-30 years in the future), therefore, a  wide 
variety oi viewpoints must be considered in the preparation of auch a 
study.  As the study is developed, the author must figuratively 
project himself, step-by-step into the following positions: 

Platoon: Leader, Member 

Commander and his principal staff officers: 
or Brigade 

Company, Sattallon, 

Commanding General and his principal staff officer«: 
Corps, Army, Theater Army 

Division, 

Also of primary concern in a CD/C-F Study are the viewpoints of 
the Signal or Communications Officer, Signal N00, and Communications 
Specialists, into whose roles the author must project himself in tbe 
following types of commands: 

Combat 

Combat Support 

Combat Service Support 

In addition to placing himself in the above positions the author 
should further project himself Into future time frames and depict the 
wide variety of environments (geographical, social, political, 
economic, and technological) expected to be in existence at thosa 
times and places. 

The opinions expressed in this paper are solely thon» of its 
autnors, and do not necessarily reflect the opinions or policies of 
the Agency or Command. 

1); 
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It is obvious that no one individual, or a small group of indivi- 
duals assembled, can have had exppriei. se in all the positions listed 
above, or even in a majority of !"he positions. Further, no one has 
had experience in the future. To provide a semblance of the talent 
required for such studies, man with years of experience are required 
to perform such research and study before they can develop a study 
with any degree of validity. However, if much uf the position 
experience could be placed on a computer, and specialists of various 
technologies furnish future projections for the computer, and then 
these experiences and projections correlated and played In actions, 
more valid studies coui 1 be produced with much less learning research, 
and mental correlation required of the authors. It was this thought 
of almost ten years ago that generated a contract to General Analysis 
Corporation to study the feasibility of simulating communications 
idea-3 or concepts on a computer. The results of the study indicated 
that simulation of communlcations to determine the effects of cosEUuni- 
caticns on combat would be feasible, and a subsequent contract was 
awarded to General Analysis Corporation (later consolidated with 
CEIS, lac.) to cover a period of 5 years for development of the model 
which would be able to simulate the communications of a Type Field 
Army in combat. Due to a variety of conditions, not the least of 
which was the state-of-the-art in computers at the time, this complete 
objective has not yet been met. It was datorained to start in the 
combat area, mainly within the Division, and to work back from there 
through Corps and Army for the development of the model, using the 
IBM 709, a computer in Fort Huachuca, it finally developed that to 
get sufficient detail for the Elvision codel it was required that 
computer time would run 4 to 8 times tha-v. of actual combat. At the 
end of the 5 year contract, the Division model w? compic+sd to run 
on the IBM 709. Early in 1965 another contract was awarded to the 
Philco Corporation to: 

Review and update the logic of the model. 

Rework f i model for the IBM 7090 which is now installed at 
Fort Uuachuca. 

Validate the model. 

Design a methodology for automation of inputs. 

The first two tasks have been completed and work is in progress 
on ehe last two.  Runs made to date indicate the model is valid. 
However, the task is not yet complete. The completed tasks have 
developed the model to the point where it now can be run on tne IBM 
7C90 in a computer time/combat time ratio of 1:1. 

15 
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B.  g-asssry Description of the Simulator 

The Ground Coabat Gnasmnications Simulation model is a farae- 
running, completely inclosed mathematical and logical model of ground 
comb&t between two forces up to Division in size in which ocmasunica- 
tioiu and information flow is specifically considered. Tao model 
permits a detailed observation of communications events in a realis- 
tic combat environment, and provides a ma?ns of measuring the 
relative merits of competing ocaeunications systems or concepts ia 
that same combat environment. The mcdel augments the usual methods 
available to the "omaunications system designer by providing: 

1. More precise computation of the effects oi  coabat phenomena 
on the communications system, its organisation and doctrine. 

2. Information to the designer so he can more explicitly deter- 
mine the "bottle-necks" or problem* likely to occur within 
a coamunicstious system which may be caused by the charac- 
teristics of the system, its organization, its doctrine, 
and the effects of combat. 

3e  Information to the system designer so he can better determine 
the comparable effects of the communications systems on the 
cnabat in terms of time required to reach an objective, 
attrition of enemy forces, and attrition of friendly forces. 

4. Reports of actions printed out in exhaustive detail, es 
direct]'' available in computer language for statistical 
analysis by computer techniques. 

5. Consideration of complex interrelated details such as intel- 
ligence data flow and forward observers. 

6. Easy expansion to include models of phenomena desired to be 
studied in detail, but which are too complex for manual or 
mentfi processes. 

7. Ability to quickly and readily repeat games with small 
changes of initial conditions or parameters. 

8. Ability to quickly and readily play variations in the ^Jsarac- 
tertatics of equipment and systems not yet in the desig» or 
production phase. 

c*  Significance of the Model 

The Ground Combat Communications Simulation model is a significant 
breakthrough in the development of analytical tools and techniques to 
study communications and actions in the tactical battlefield.  Although 
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si—ulatlons and war games presently exist which can be used to evaluate 
situations in a combat environment, they generally do not offer the 
following capabilities which this model offers: 

*• Explicit and detailed play of communications and ggggggg 
flow In a dynamic environment - If any.simulations have been 
constructed which play message flow, but only on the basis 
of statistically generated or predefined message load. 

2. Completely inclosed, free-running system - Many simulations 
and games require human intervention or some other manual 
manipulation. This makes repeatability of experiments and 
evaluations extremely difficult, if not impossible. 

3. Explicit and detailed play of intelligence and decision 
interaction - Although a few simulations have playod intelli- 
gence actions in the tactical battlefield, they generally 
required use of human judgment since rules of play were not 
completely explicit or detailed. 

4. Wide flexibility of use - Through use f executive control, 
model compartraentation and ability to change element", of the 
data base including both initial conditions and parameters. 
Most simulation and games have only a single orientation and 
can not be easily modified. 

5. Comprehensive modeling of the functions of fire power and 
maneuvert  including the decision and communications process 
relating the two functions. 

In the hands of competent and skilled analysts, the model can 
prove to be a sophisticated and significant advance over any existing 
analytical tools for evaluating communications systems, concepts, 
equipment, operations and doctrine in a combat environment, and the 
comparable effects between two or more communications aystecs on 
combat. 

D. Simulator Design 
! 

The simulator is structurally an extensive, modularized computer 
program operating on a large store of data, run on an IBM 7090 com- 
puter using an IBM 1301 disk storage unit.  Tactical actions of 
organizations in conflict are determined by logic and input data which 
specify the Table of Organization and eq-ipment, organization for com- 
bat, standard operating procedures, tactical and other doctrine, 
mission, terrain, environment, and the communication system. Any of 
these data may be changed by the analyst to study the ability of the 
cciBmunications system under analysis to support a wide ranee of 
tEcticsl action» within the limitation of a realizable action. 

17 



The simulator proper As a large collection of logical rules and 
mathematical model« for leading two opposing military forces through an 
exercise in much the sane -»ay that Bed and Blue teas» lead opposing 
forces ov6** a map in a traditional map exercise, "nie ru" <ss and models 
of the Simulator correspond to the rules and r'-scislon processes 
followed by the players and'umpires of a war game. 

The following tactical actions are played in detail: 

1. Close combat fires Including attrition, splitting of fires 
from armor, Infantry, and mechanized elements, and coordina- 
tion between adjacent elements, 

2. Artillery fires including target selection and allocation of 
both direct and general support batteries, 

3. Mover "rat of front line units toward objectives with rear line 
units adjusting position appropriately, 

4. Maneuver; 

a. Offense, to include advance to contact, penetration, envel- 
opment, turning movement, exploitation and reconnaissance 
in force, 

b. Defense, to include mobile defense, area defense, and 
combinations thereof, 

c. Retrograde, to include delaying actions and withdrawal, 

d. Commitment and decomal t«ent of Companies, commitment of 
Battalions and Brigades, and allocation of artillery and 
other support from reserves, 

e. Selection cf lines of departure, character of route and 
objective, 

f. Movement and deployment of outposts, special units, rear 
echelon elements and reserves. 

5. Communications of all type«: 

a. Speciflcally, tactically essential messages whose indi- 
vidual delivery affects the course of combat, 

b. Generally, tactical and logistical messages whose per- 
formance is eventually applied to effatrfclwon»«« sf frsst 
line units. 

c. Complete representation of the physical capabilities of 
communications systems in a combat enirironment. 
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6. Corrbat surveillance, target acquisition and intelligence. 

7. Route selection as a function of terrain and intelligence. 

The Simulator is an extremely flexible tool in two ways; 

First, the user ean apply it to any initial conditions vithin 
certain broad limitations of the overall capacity of the Simula- 
tor. Initial conditions refer to the type of military organisa- 
tion, the number and kinds of unit«* in it, the weapons and other 
hardware items with which the units are equipped, the terrain on 
which the exercise will take place, the objective» of tise oppos- 
ing forces, and so on. Of course the Simulator will not operate 
without these initial conditions, end every application of it 
will require the specification of these Initial conditions. The 
specification must be in much the sane form a* would be made for 
a map exercise. 

Second, the extremely large number of parameters which occur 
throughout the rules and models of the Simulator. Trie parameters 
are simply all the numerical values which occur in the rules. 
Thus, one rule may state that, with no opposition, a certain kind 
of tank will move 15 miles per hour over  a certain type of ter- 
rain. The number 15 is thus a parameter. The user can change 
the parameter to any number he liks and thus explore the impli- 
cations of differing tank mobility. There are literally thou- 
sands of these parameters in the Simulator, corresponding to 
auch effects as artillery range, damage effect of artillery- 
barrages, relative fire power of different weapons, reliability 
of communications equipment, signal-to-nois© ratio as a func- 
tion of range, etc. The ability of the user to adjust these 
parameters to his particular purposes makes the Simulator an 
extremely powerful and versatile analytical tool. 

The Simulator is designed primarily as a test environment for the 
analysis of communications systems performance. Thus, many elements 
of tactics such as the options available to the command/control 
decision programs are limited as the model is now designed and are 
not sufficient for advanced tactical studies. However, the basic 
programs which (1) compute fire, attrition, movement rates, artillery 
damage, suppression and targeting, acquisition and dissemination of 
intelligence, and which (2) control communications, are considerably 
more sophisticated than played in other simulations and games. For 
example, the following actions are cycled in 1 minute, 5 minute, and 
15 minute cycles as indicated: 
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ONE MINUTE CYCLE 

Attrition and Move Rate and Movement of Front Line Units 

Current attrition and move rates are computed for front 
line units. The front line units are moved along assigned 
routes toward their objectives at the current move rate. 
Status reports are sent to the Battalion. 

Coordination of Fires and intelligence 

Adjacent front-line units exchange fire-coordination 
messages. Front-line units and forward observers acquire 
intelligence UIK' transmit intelligence messages to 
Battalion headquarters and fire direction centers res- 
pectively. 

Direct Support Artillery Fires 

Direct support artillery fire:  performs target analysis; 
generates target lists; allocates batteries; fires 
missions; requests reinforcing fire from the Division 
Artillery as required. 

General Support Artillery Fires 

Division Artillery: performs target analysis; allocates 
missions to general support Battalions; Battalions per- 
form target analysis; allocate batteries; fires missions. 

Ground Combat Fires - Artillery Damage Assessment 

Computes damage on targets from artillery fires, acquires 
targets, and computes the suppress!ve effect of artillery 
fires. Selects optimum weapon-target .Batch for closed 
combat weapons. Computes the amount and type of fire 
received by each unit in contact. Computes force ratios. 

Implement Battalion Dec^jions 

If the Battalion commander has decided to costaait or de- 
corns!t a unit:  change unit commit status; move the unit 
to its new location-.; generate status reports to Brigade. 

Process Messages 

Process all aeisaues over the crwn>.'in-t rations syatss. 
Processing entails: me3sage center procedures; encryp- 
tion and decryption oi moäsages; route selection and 
switching; implementing "busy" doctrine. 



FIVE MINUTE CYCLS 

Generate AdministratiVB  and logistic Messages 

This message load is generated through the Division area, 
The tactical effect of c.-sauunications system pöriorm&nce 
is determined. 

Units in Contact 

Prosa the list of major elements in contact, opposing pairs 
of units that have the potential for fat-act in the next 
five minutes are determined and listed,. 

Attrition and Move Rates - Pattern Movements 

Current attrition and move rates are computed for all units 
not in &  committed status. Movement orders aie generated 
to units in patterns as required. Units in movement pat- 
terns that have received movement orders begin or continue 
movement to new locations. 

Communications System Status 

Determine current status of all circuits. Status is: 
operable; degraded, or inoperable. Status is a function 
of: distance; damage; reliability, radio frequency 
interference. 

Battalion Commitment or Decommitment Decisions 

Battalion commanders evaluate intelligence and the status 
of front-line units to determine the necessity for 
committing a reserve Company or for decommitting a front- 
line udt. 

Implement Brigade Commit Decisions 

If the Brigade Commander has decided to commit: Commit 
orders are sent to the Companies; Battalion commit 
status is altered; a route to the pre-selected front-line 
position is chosen; status reports to the Division arc 
generated. 

Implement Division Commit Decisions 

If the Division commanding general has decided to commit: 
a commit order is sent to the Battalion commander aftm» 
a taxiing delay; the Brigade commitment status is altered; 
and routes are selected for the movement of Battalions 
into their front-line positions. 
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FIFTEEN MINUTE CYCLE 

Major Elements in Contact 

Detr-aaine and list opposing groups of units that «111 
come into contact with one another in the next 15 
minutes; the basis for the range of surveillance devices; 
and the basic move rate. 

Intelligence Acquisition 

The reccnraissance units having a long-range surveillance 
capability acquire intelligence about enemy units. 

Intelligence Reports 

Reconnaissance units transmit intelligence reports to 
the Division headquarters, Division artillery, and 
Brigade headquarters. 

Dissemination of intelligence 

Intelligence reports are exchanged by all headquarter 
units. 

General Outpost Line Decisions 

Status of the general outpost line is checked to deter- 
saine whether or not withdrawal is in order* If so, the 
general outpost Una units begin moving to pass through 
blocking units in the initial delaying position. 

Division Commit Decisions 

The Division commanding general evaluates intelligence 
and status of the main effort Brigade to determine the 
necessity of commitment of the reserve Brigade. If 
necessary for commitment, the commit order is generated. 

Brigade Commit Decisions 

Brigade commanders evaluate intelligence and status of 
comraited Battalions to determine the necessity for conmit- 
raent of a reserve Battalion. If the commitment is 
necessary, a commitment order is generated. 

Determine Terrain Values 

This assign terrain classification values to all units 
based upon their map location. 
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The Simulator is currently programmed in FORTRAN II, Version 3 pro- 
gramming language for operation on an I EM 7090/1301 computer ays ten or 
equivalent, The simulation as now constituted operates in approximately 
real time;  that is, one hour of game  time is equivalent to one hour 
of actual combat. 

B. Concept of Operation 

The model is a mathematical model which operates using two major 
elements: a logical structure, and an operational data base comprised 
of tactical data and communications data (see Figure Nr 1). 

1. The Logical Structure - consists of three basic models (see 
Figure Nr. 2). 

The Tactical Model - which simulates for each unit the 
operation of fire, movement, attrition, intelligence, deci- 
sions, and the need for messages and their generation. 

The Communications System Model - which simulates the 
actual communication system and evaluates the current status 
of its components,  (i.e.  Equipment damage and failure; 
operability of link because of movement of units; radio 
range; wire failure; radio interference). 

The Message Traffic Processing Model - which simulates the 
actual flow of messages as they undergo communications 
center processing, coding, handling, route selection, route 
availability and switching, transmission, and delivery 
delays. 

2. The Operational Data Base - consists of two major groups: 

Tactical Data - represents the "initial conditions" or 
scenario and includes information on: 

Terrain 
Tactical organization and disposition 
Tactical situation 
Missions and objectives 
Other physical factors 

Communication Data - includes information on: 

Communications equipment and systems 
Communlcations operation, including nets 
Communications doctrine, including operating procedures 
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To use the Simulator, the analyst first inputs the prograr»»« and 
data describing the Simulator's Iwgic structure to the computer^ Mart, 
the analyst inserts the operational data base to be used in the evalua- 
tion, consisting of the tactical data inputs ssd the communications 
data inputs. 

The tactical data inputs describes the terrain over which the 
tactical action will take place, and describes the tactical organisa- 
tion and disposition» together with the concapt of operations for both 
the xrlendly and enemy forces, missions and objectives, 

The communications data Inputs are descriptions of the cossmuai,ca- 
tions system equipment, operations and doctrine to be tested. 

Using these initial conditions, a simulation run is made to evaluate 
alternative ccaamunlcations concepts. Appropriate changea ara made to 
the communications data and new runs are made, 10 evaluate the effects 
of tactical organisation, disposition, ,, *""ioa, etc, on a givva COBSU- 
nication concept, appropriate changes are made to the tactical data 
and additional runs are made. 

This will produce three types of output information: 

1. Tactical Situation Reports describing the flow of the tactical 
action in terms of unit location, attrition levels, and 
amounts of fire delivered or received. 

2. System Status Reports indicating which circuits within the 
communication system are Inoperable due to movement of the 
various units, signal equipment damage or failure, effects of 
range, and the effects of unintentional radio interference. 

3. Message Processing Reports describing the processing steps 
that have been accomplished for »'ich message being trans- 
mitted over the conuaunication system, together with the time 
the message failed to complete processing, or the time it 
reached its destination. These reports constitute complete 
histories for each message being processed over the esnausica- 
tion system. 

F. Communication System evaluation Methodology 

The method of using the Simulator in evaluating communication sys- 
tems la briefly described. The tactical configuration and the initial 
conditions of the concept of operation for the tactical action are 
determined. 

Communications System "A" is then designed and played in ehe com- 
puter in the context of the tactical situation. Outputs are then 
evaluated subjectively. Normally this evaluation can be acocatplished 
from two viewpoints, depending on the desire of the evaluator: 
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One method would be to determine frc» the tactical output, 
the time required for the friendly force to achieve It*  objectives, 
the amount of attrition dealt the enemy, and the amount cf attri- 
tion incurred by the friendly forces. 

The other method would be to evaluate the communication out- 
put and dei.oiTnJ.ne where "bottle-necks", o.t problem areas, might 
be occurring. 

Competing communication system "B" is then designed and evaluated 
on the computer, using the same tactical problem. Based on the results 
of these comparative computer runs, one can analyze the data and deter- 
mine the relative merits of the two competing systems. It must be 
remembered that this coupariron is not accomplished by the Simulator 
itself, but by subjective evaluations made by competent communication 
systems designers and/or tactical officers, based on data outputs pro- 
duced, by the Simulator. 

Proa the outputs of the computer runs, evaluations can be made of 
the effects certain characteristics of communications systems have on 
given tactics in combat, or the effects that different tactics have on 
a given communication concept. 

G. ourrent Scenario and use 

Several scenarios have been constructed during the process of 
development, and used for test purposes. The largest one, and the one 
now in use, describes initial conditions involving an Armored Division 
against a reinforced Mechanized Brigade where the units range frw 
Company to Division in size. This Division level scenario is presently 
available for experimental runs, and is the one which is being used in 
the current contractual effort. This scenario is called "Goldleaf". 

The "Goldleaf" data base presently simulates the action of an 
Armored Division attacking a reinforced Mechanized Brigade, with both 
sides organized under current tables of organization and equipment. The 
scene id a varied piece of terrain in the Fulda Gap area of Germany. 
The attacking Blue Corps of the NATO forces, ut  which the Armored 
Division is a part, has the mission of seizing the eastern exits of the 
Thuriagian Mountains in the vicinity o* Eisenach* The Corps has planned 
this mission in three phases: 

Phase 1 - Establishing a bridgehead on the Lahn river, 

Phase 2 - Seizing crossings ever the Fulda river. 

Phase 3 - Capturing the fiisenaeh Mountain exits. 

The gume is initiated vitn Hiase i completed and the Corps reserve, 
the pertinent Blue Armored Division, committed. The committed Division 
then advances *t full speed, in an effort to seize the Alsfield ares 
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with its approaches *o the Fulda river. On the opposing side, a Red 
Corps has beer fighting a delaying action with strongly reinforced 
Armored Cavalry \jnits. Upon losing the Lahn river position, Eed Corps 
decides to defend the Alsfield area with a reserve Mechanised Infantry 
Division, thus hoping to hold the area until the arrival of rein- 
forces-*>at a.. 

Thu action on the Blue side will cause deployment of all Battalion 
task forces, commitment of Brigade reserves, and probably, commitment 
of the Division recarve. On the Red side, the reinforced Armored 
Cavalry regiment manning the Div'sicn general outpost line will be 
driven in, all forward defense units of the strong Red Brigade will 
become engaged, the Brigade reserves will be committed, and * "»ssibiy 
the Division reserve will become committed, The Blue Armored Division 
will have to cover about 33 kilometers to reach its objective, and the 
Red Division wil:  a controlling elements in contact over a depth of 
about 25 kilometers. Under usual circumstance? it will take about 
eight hours or less for the Blue Armored Division to reach their ob- 
jectives.  If they have not reached their objectives by eight hours, it 
is assumed that the Red Forces reserves will have arrived in sufficient 
size, quantity, and quality to preclude the Blue Forces from achieving 
their objectives. Approximately 250 units of organization are played 
in the attack. The communication system of either the attacker or 
defender or both can be evaluated. 

Currently, the validity test is using this scenario and will permit 
the evaluation of the use of a Radio Central AN/USC-3 in specified 
organizations in lieu of radio-wir« integration units. The results of 
the evaluation will then be compared to the results of two recent 
large scale field maneuvers which used the Radio Central AN/USC-3 in 
a similar manner. 

H,  Summary 

In essence, the Ground Combat Communications Simulation Model, as 
it stands today, is the start of automating part of the work required 
in developing Combat Development Communications Studies.  It is that 
portion of work which needs exorbitant experience and training of 
authors, and which also forces the author to imagine himself in the 
future of 10-20-30 years - a talent few have. By modifying emphasis 
from communications to other areas of study, these same techniques can 
be applied to other complex Army problem areas. 
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OBJECTIVE CRITERIA 

FOR 

ELIMIM* IMG LOWER ATMOSPHERIC EFFECTS 

FROK 

FIELD TESTS OF ARMY COMMUMICATIOKS-ELBCTR0HIC8 SYSTEMS 

BY 

Mr. Kenneth M, Barnett 

ATMOSPHERIC SCIENCES LABORATORY 
U. S. Aray Electronics Command 

ABSTRACT 

Charts give objective decisions «a to whether or not 
lover ctaospberio refraction, absorption, scattering» or 
ducting will introduce significant effects into eleotreaagaetic 
propagation data gathered as part of system« test in southern 
Arisona. 

If all charts give negative results, then concurrent 
observations of ataospheric conditions can be eliainated froa 
the test. 

If one or acre charts give positive results, then the 
requireaent for concurrent observations of ataospheric condi- 
tions has been identified. 
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Objective Criteria 

for 

Eliminating Lover Atmospheric Effects 

from 

Field Test» of Army Communications-Electronics Systems 

by 

Mr. Kenneth M. Barnett 

Atmospheric Sciences Laboratory 
U. 8. Army Electronics Command 

INTRODUCTION 

The U, S, Army Electronics Proving Ground at Pert Huachuca» 
Arizona, is one of the biggest single users of the meteorolo- 
gical services that are provided to RDT&E activities throughout 
the Army by Army Meteorological Teaais.  The teams ere provided 
by USAERDAA which is also at Fort Huachuca.  These met services 
for USAEPO include meteorological observations taken simultan- 
eously vitb field tests of radio and microwave communication, 
aircraft navigation, radar, surveillance and electronic warfare 
systems.  The purpose of these observations is to allow for 
corrections in electromagnetic propagation data (signal strength, 
radar position, etc) which nave been altered by atmospheric 
refraction, ducting, scattering or absorption. 

It is obviously important that the "correct" meteorological 
observations be taken.  The cost o"  the met observations 
themselves and the cost of correcting the propagation data for 
atmospheric effects can reach several hundred thousand dollars 
in a year.  Of even greater concern is the question "Were the 
right atmospheric observations made and were the right correc- 
tions made to the propagation data?" 

For the past three years a small research program has been 
conducted by USAERDAA to see if an objective procedure could be 
devised for determining the right kind and the right amount of 
met observations that should be taken as part of the field tests 
of Ar™y Co»nur.iciticns Electro«* en 3;-a vom» ( CE5 ) performed by 
the USAEPO throughout southern Arizona, 
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TßiB paper represents the first of two steps that are 
required for a systematic and objective planning of   ..-lie 
atmospheric observations needed as part of the data collection 
phasw of any field test of a specific CSS,  The other step wais 
presented by the author at the 196b Army Operations Research 
Symposium in a paper entitled "The Flanning of Optimum 
Meteorological Observations for Army RDT&E Activities".  Thea« 
tvo paper» supplement each oth^r and combine into a total pro- 
cedure for planning the atmospheric observations required as 
part of the field test of a CES. 

This paper presents the first step that should be taken 
by an engineer who is planning a CES field test and is confronted 
with the question "Do I need observations of the atmospheric 
conditions during the test and if so, what kind and how many 
observations are needed?"  The first step is essentially negative 
in that it defines the atmospheric effects which can be ignored 
or eliminated from the field test.  If all atmospheric effects 
could be eliminated in this way, then the field test can be 
safely planned without any concurrent observations of atmospheric 
conditions,  (This makes a distinction between "observational 
services" which is part of the data taking and "forecasting 
services" which are naeded for scheduling test periods and for 
avoiding weather conditions hazardous to man or equipment.  This 
paper does not attempt to provide criteria for such forecasting 
services.) 

If the firBt step gives a "yes" answer that atmospheric 
refraction or ducting, for examplee will significantly affect 
some of the propagation data then it is necessary to take step 
two.  A procedure for this second step was reported in the 1961» 
Army Operations Research Symposium, as noted K.bove*  This 
procedure may or may not be simple but it is straightforward 
and, if sufficient theoretical and empirical information exists, 
it can be made objective.  The second step is summarized here 

1. Define the RDT&E problem influenced by the 
atmosphere. 

2. Express the physical relation between tho problem 
and the significant atmospheric factors, 

3. Determine the allowable error in atmospheric 
factors that corresponds to the accuracy tolerance t   r the RDT&E 
problem, 

1*,  Find the most economical meteorological instru- 
mentation, site spacing, and schedule of observations that v'li 
measure the atmospheric factors within the allowable error. 

This paper is corceraed with step one, which objectively 
defines those field teats of CES in which the atmosphere will 
have no significant effect on the propagation data and hence can 
eliminate tna need for atmospheric dat.« a« part of £ho field tawt-, 
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This paper has incorporated empirical data which max« st*p one 
applicable to CES tests in southern Arizona.  It is asau&ed that 
by using different empirical data similar charts could be aad* 
fqr a different area if required. 

DI3CUSSI0N 

If one considers an electromagnetic wave programing tarough 
a gas, the gas can do several things to the wave 5  the g&" car; 
refract the wave and as an extreme case duct or trep the wave j 
it can scatter the wave; and it can attenuate the war« by 
absorption. 

This list is not complete but it is considered a reasonable 
list cf the most important effects that the lor-»r atmosphere will 
have en the short distance propagation paths of ehe CES tested iss 
southern Arizona.  This obviously rules out ionospheric effects« 
In the electromagnetic spectrum only wavelengths longer than 
visible light (ic«, infra-red, microwi e and radio) are considered. 

Reflection effects of the atmosphere were sot included since 
it was assumed that this can be considered as a limiting case of 
refraction,,  flhis is receiving further attention. 

A aeries of six charts have now been constructed which 
display these different atmospheric effects as follows; 

Chart 1.  Atmospheric Scattering.  This shows the pro- 
pagation frequency, path distance and antenna heights for which 
a contribution in the received signal strength of 6 decibels or 
more because of scattering from the lower atmosphere (or 
"tropospheric" scattering) can be expected. 

Chart 2,  Atmospheric Absorption.  This shows the fre- 
quencies at which absorption by any one of ten gases in the 
atmosphere can be expected. 

Chart 3.  Atmospheric Refraction on Radar.  This shows 
the typical radar refraction error in the Fort Huachuca area for 
ranges and heights from the radar.  It is based upon both 
theoretical calculations and actual observations of radar refrae* 
tion errors. 

Ch 
Sight Pisten 
the radio ho 
about the fr 
gradients as 
information 
information» 

Ch 
theoretical 
under certai 

9rt   U,     Atmospheric Refraction Effects on Line of 
eg.  This show« how atmospheric conditions will cause 
rison to vary.  This also requires some information 
equency of occurrence of atmospheric refractivity 
a function of season and time of day.  This latter 
could be considered specialised climatologies! 

art 5.  Atmospheric Ducting.  This is a purely 
prediction of the critical frequencies for ducting 
ü atmospheric conditions.  This also requires some 
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information about the frequency of occurrence of atmospheric 
refractivity gradients. 

Chart 6. Atmospheric Refractivity Climatology. This 
is a, purely empirical chart, which shows the probable frequency 
with which certain atmospheric conditions are likely to occur* 
This chart is ancillary to Charts: It and 5. 

With these six chartss an engineer planning a CES test in 
southern Arizona can very quickly obtain an answer to the 
qusstion "Will tbe atmosphere significantly influence the pro- 
pagation data on this test?" Charts i, 2, and 3 give a "yea" or 
'no" answer. Charts k  and 5 used in conjunction with Chart 6 
give a percentage probability answer. 

If all answers are "no" or of low enough probability, then 
he can ignore the atmospheric effects.  Thus be has objective 
criteria for eliminating (lower) atmospheric effects from a 
field test of CES. 

If one or more of the answers is "yes" or of high enough 
probability, then he has defined which atmospheric effects are 
significant to his test and for which some atmospheric observa- 
tions must be made as part of the field test. He can then 
proceed with the procedure in "The Planning of Optimum 
Meteorological Observations for Army RDT&E Activities" to deter- 
mine what kind and how many atmospheric observations are needed. 

EXPLANATION OF CHARTS 

Chart 1. Atmospheric Scattering.  This was determined by the 
use of both theory and empirical data.  The received power was 
calculated for a diffracted field over a spherical earth of 
k/3   radius.  This was compared with radio propagation data 
obtained in Bouth central Arizona.  When the observed power vai 
more than 6 db greater than the theoretical it was considered 
that scatter mode was significant.  These data were obtained by 
the U. S. Navy Electronics Laboratory during 191*6-19H8. 

The derivation of this jhart is more fully explained in 
the U. S. Army Technical Report ECQM-0268-1 "Criteria for 
Determining when Scatter Mode is Dominant" by John B, Smyth 
(under contract with Smyth Research Associates), November 1965» 
published by USAERDAA, Fort Huachuca, Arizona. 

Example»  The variables are frequency, distance and 
heights of the transmitting and receiving antenna.  If a test 
requires transmissions at 2xl03mcs, then for antenna heights 
of 12 feet or lower, scatter propagation is significant at all 
distances; for antenna heights of 2k   feet, scatter propagation 
is not significant for distances lese than 25 miles:  for 
antenna heights of U8 feet, scatter i» not significant for 
distances less than 30 miles. 
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Chart 2«  Atmospheric Absorption«  This summarized an 
initial survey of literature.  This was prepared by lot Lt 
Richard Orville during a short annual U.S. Army Reserve duty 
tour«  It is based upon approximately 20 reports from the 
National Bureau of Standards and from U.S. Air Force contractors. 
It is hoped that further work can be done on this. 

Example;  At a transmission frequency of 15-20 Gcst 
no significant atmospheric absorption should be expected«  At 
a frequency of approximately 25 Gcs, significant absorption 
from SO2» NOg and H2O can be expected. 

Chart 3,  Atmospheric Refraction Errors for Radars.  This 
chart applies only to radars located at Fort Huachuca.  It 
indicates a "typical" error that can be expected if the radar 
beam is assumed tc go in a straight line.  This error is 
almost entirely (>90#) in the vertical with the uncorrerted 
radar, reporting an aircraft to be higher than it actually Is* 
These actual errors vary continuously with changing atmospheric 
conditions and in extreme cases, might be different by factors 
ranging from 1/2 to 2. 

This chart was first calculated by a formula developed in 
report USAERDAA-MET-7-6^ "A Review of the Calculation of Radar 
Refraction Errors" by Barnett, Bomba, Heil and Kirchner, 
June 196^ and published by USAERDAA, Fort Huachuca, Arizona. 
The first version of the chart was contained as Figure 2 in 
report USAERDAA-MET-9-61» "An Objective Procedure for Planning 
Meteorological Observations Needed to Calculate Radar Refraction 
Errors" by Barnett June 196^.  This chart was revised to make 
it consistent with observed data contained in Annex C to report 
ECOM-60^U "A Comparison of Observed and Calculated Radar 
Refraction Errors" toy Barnett and Brown, July 1965«  The 
variability of this error at low elevation angles is contained 
in report USAERDAA-MET-2-65, January 1965 and Addendum, May 
1965 by Carlson. 

Example:  If a« aircraft or drone position during 
flight must be measured by ^adar to a certain accuracy, this 
chart will immediately tell whether or not the radar readings 
must be corrected for atmospheric refractivity.  If the aircraft 
will go a maximum distance of 60 miles from the radar and will 
be aa low as 10,000 feet msl, then tha uncorrected radar will 
report the aircraft to be about 500 feet too high.  If the 
required precision of the aircraft position is more than 500 
feet, then atmospheric refraction can be ignored. 

MoteJ  If much finer precision ia required, Chart 3A gives 
a ome indication of the accuracy to which the ccrrectlcmö j,u the 
radar can be calculated with the u3e of very minimum atmospheric 
observations, namely refractivity observations at the radar 
site wild monthly mean values at about 20,000 feet msl.  This 
le also reported in technical report EC0M-60CU, 
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Chart k. Atmospheric 
theoretical and applies to 
horizon ar„d assumes a sphe 
in conjunction with this c 
horizon wi.l vary with low 
refractive index decreases 
is bent downward and the d 
greater. This chart shows 
occur when the atmospheric 
at a rate greater than UQU 

Refraction Effects.  Thic is entirely 
the determination of the radio 

rical earth«  Chart 6 roust be used 
hart.  It snows hov the radio 
er atmospheric condlt: »sis.  When the 
rapidly with height, „he radio wave 

istance to the radio horizon becomes 
that theoretically ducting can 
refractivity decreases vertically 
units per 1000 feet. 

The derivation of this chart is explained in report 
ECOM-60IO "The Influence of Atmospheric Refraction or» Electro- 
magnetic Propagation" which was edited by 2nd Lt Neil M, 
Schmitt, November 1965. 

Example: The va 
to radio horizon for a sp 
refractivity. If a trans 
feet and we want to ensur 
more than 30% of the time 
weeks, we go to Chart 6 a 
southern Arizes« the vert 
lower 100Ü feet is -2^N u 
-20 or -10 units per 1000 
the diagonal line for G = 
the intersection of anten 
the vertical line to the 
minimum required distance 
would then be twice that 
and receiver had to be cl 
transmission could be exp 

riables are 
herical eart 
mitter and r 
e that tney 
over an ext 

nd find that 
ical gradien 
nits per 100 
feet).  Now 
-2k   and go 

na height of 
abscissa and 
between the 

or 15.6 mile 
oser than th 
ected Jiore t 

antenna height, distance 
h, and atmospheric 
eceiver are both at 20 
arr not in a line of r.ight 
ended period of several 
for 50%   of the time in 

t of refractivity in. the 
0 feet or greater (i.e. 
go to Chart h   and find 

down the diagonal line to 
20 feet.  Then go down 
find 7.3 miles.  The 
transmitter and receiver 

s.  If the transmitter 
at, then line-of-sight 
han 50$ of the time. 

Note:  Chart 6 is a composite for all seasons and all times of 
day.  If the test were for only a certain season or a certain 
time of day or a certain general weather condition, a more 
specialized version of Chart 6 would be required. 

Chart 5.  Atmospheric Ducting.  This is a theoretical chart 
and required three significant assumptions for its derivation. 
It should be used with Chart 6. 

Report ECOM-6009 "The Influence of Atmospheric Ducting on 
Electromagnetic Propagation" edited by 2nd Lt Neil M. Schmitt, 
November 1965 . explains the derivation and assumptions. 

Example:  No ducting should occur for vertical 
gradients smaller than —2UN units per 1000 feet. (-10N units 
per iuuu reet would not produce ducting).  Chart 6 shews that 
this should occur about 50$ of the time over a long period. 

The depth of the atmospheric layer with this refractivity 
gradient (H) is also a factor.  This layer can be very shallow 
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(lQO feet for example) and produce a duct at frequency of to Gr-s 
while the same gradient {-.'.''fii/lOOO ft) would have to be 1000 
feet dee; to produce ducting a* 100 mcs, 

Note:  Report HC0M-026Ö-L' "iiefractive Inflex Gradients Gila 
Bend-Dateland, Arizona Area" by John ß.- Smyth (under contract 
with Smyth Research Associates) November 1965, gives some 
frequency distributions of the refractivity gradients through 
different depths of the atmosphere.  It can be used to supple- 
ment Chart 6. 

Chart 6.  Atmospheric Refractivity Climatology.  This ia 
the compilation of 679 radiosonde, tower and captive balloon 
observations of r«fraetivity in the lower atmosphere from Fort 
Huachuca to Yuaa, Arizona, with the bulk of the data taken at 
Gila Bend, Arizona, 

Report EC0M-P£:68-2 supplements this and is based on l60 
separate soundings. 

The use of this chart was explained in examples to Charts 
k  and 5. 

Many approximations and assumptions have been made in 
developing these charts.  It ia valuable to verify these charts 
with actual measurements of field strength, radar refraction 
errors and other values.  Some experiments to measure refraction 
errors have already been completed and experiments are planned 
in the next few months to measure field strength due to 
different propagation modes. 

C0NCLUSI0HS 

A set of charts are available to tell the engineer who is 
planning a CES field test whether or not atmospheric refraction, 
scattering, ducting or absorption will significantly influence 
the EM propagation data to be gathered as part of the field test. 

If all charts indicate that the atmosphere will not signi- 
ficantly influence the test data then no concurrent atmospheric 
observations will be needed as part of the test.  This "eliminates" 
atmospheric effects from field tests of Army communications- 
electronics systems tests. 

If the charts do indicate that one or more atmospheric 
effects will significantly influence the test date, then the 
engineer has defined the kind of atmospheric observations that 
roust be made concurrently with the CES propagation observations. 
A subsequent method to determine the exact kind of meteorological 
observations required and how many required was explained at 
the 19Ck   nrmy   Operations Keseareh Symposium in a paper entitled 
"The Planning of Optimum Meteorological Observations for Army 
RDTJ.E Activities". 
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CHART 3A.  FRECISIOH TO WHICH RADAR RIFFACTIOS 
1RRORS GAS  BK CALCULATED BY USB OP SURFACE RSFRACTIVITY OBSERVAJ* JOBS 
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LI?*.-CYCLE MATERIEL FACTORS 

AND THEIR APPLICATION TO THE PLANNING 

AND OPERATING MANAGEMENT OF A FLEET OF VEHICLES 

by 

E. Rattner 

Research Analyaie Corporation 
McLean, Virginia 

ABSTRACT: The paper presents a computational procedure for determina- 
tion of total fleet coat, from phase-in through "equilibrium" as a 
function of an age degrading vehicle performance parameter termed 
"vorth." The latter is quantified as the product of a "success index" 
and an "obsolescence factor." '£?e "success Index" is the empirically 
determined probability of a tank, for exnspie, being available and 
sufficiently reliable to complete a •ni-siile movement at  any time. 
The "obsolescence factor" represents ;he tank's mission performance 
capability on a scale of 0-1.0. Both factors, and hence the "worth 
index" are functions of the tank's age,, measured in both calender 
years and mileage. 

This paprr proposes an approach to thtr evaluation and coating 
of a fleet of combat vehicles. It consider« a situation in whi'Jb' 

A new-modal combat vehicle fleet (e.g. the M60 tank, is 
being phased in to the combat inventory and displacing the earlier 
modal fleet (Cbart l). 

. Fleet size requirements have been determined for the new 
fleet and for each of its functional segments,the "subfleets" (Cbart £). 

. The usage requirement for each segment has also been determined. 

. A measure of vehicle performance effectiveness (a "Worth Index'9} 
is in usaj it is primarily related inversely to usage (accrued mileage) 
arü to a lesser degree related inversely to time (vehicle age) (Chart 3). 

. The cumulative costs through the mileage life of a typical 
vehicle have been estimated. 

1. What kind of relative effectiveness can we expect in the 
projected fleet? 

2. What will the fleet operating cost be? 

3. What will the cost be of establishing the projected fleat? 

k.    Whet rate of production will be necessary for replacements? 

»t -5 
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Indices of M60 Tank Performance, 
3y Accrued Mileage 
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TM PLBST FLAWING MODSL 

Gan-srtJL Approach 

The fleet planning model is baaed on the life-cycle performance 
and cost pattern of the typical vehicle. By extension to a continuous- 
flow steady-state model» in which there are a great number of vehicles 
passing through the system, the characteristics and alternatives of the 
projected fleet will be considered. 

fhH  steady-state of the vehicls system begins at the conclusion 
of tins phase-in psriod. The phase-in period represents the "investment,s 

process in establishing an equilibrium "weapon system," Phase-in in- 
cludes all the effort and cost involved in acquiring and operating a 
vehicle fleet to that point at which it can begin to operate on a steady- 
state basis. As a corollary, all coats incurred during the equilibrium 
pbAB« are system operating costs. 

The thr«« major cost «laments during the equilibrium period, ac- 
quisition coat» maintenance coot and rebuild cost, constitute categories 
of system operating cost (in contrast with their designations as fac- 
tors of single vehicle costs). Vehicle acquisition during the phaaa- 
in period im an investment cost, an investment in achieving an equilib- 
rium fleet. By ths same token, the maintenance cist during the phase- 
in period wouM also be an investment cost, although in conventional 
economic usage, it would be considered as an operating cost. 

The elements of this planning model, given a subfleet structure re- 
quirement and the usage annually for each subfleet, are (Chart k)i 

1. Calculate the usage rate per vehicle for each «ubfleefc. 

2. Calculate the lower limit of the worth of the Active 
Subfleet (as the criterion for the entire fleet profila) aa a function 
of age and mileage. 

3. Select a minimum worth threshold for the Active Subfleet. 

k.    Calculate the vehicle flow rate that will provide this 
worth threshold. 

5. Calculate the profiles of fleet worth and cost that the 
vehicle flov; vat« will provide. 

These peveral steps can be shortened if the planner is given at 
the outset three sets of data: 

1, The subfleet structure (\.  ). * 

2, The subfleet annual usage (n, ). 
xt 

3, The Active Subfleet minimum worth threshold (W ). 
h 

* A List of Symbols is at tne end of the paper. 
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Flee.  Planning Factors and Recuirements 

'Fleet .Structure Require&onts (V    ) 

Tr&ining-Uae Requirement (^    ) 
h 

2.  Usage Rate Per Vehicle 

by Subfleet (U ) 

3.      (Implied) Minimum Performance 

Standard (W_ ) 

k.     Vehicle Mow (Delivery) 

Rate (Vt) 

5.  Fleet Worth Profile (W = a bv) 

'6.  Fleet Cost Profile 

cum eum 

so 



The flow nte can be calculated from these inputs, the values of 
a, b, and 0 Are known from empirical data: 

v   St  to b> t "* gg °> 
t      log W_    - log a 

Si 

S1®. Mechanics of Vehicle Flow During Bquilibrium 

Use Patterns. A tank fleet is being operated in equilibrium; to 
observe the fleet operating pattern, consider a typical vehicle in flov 
through that system (Charts 5, 6, and 7). In Chart 5> "Hypothetical 
Use-Life for an MESO Tank," the new tank enters the Active Subfleet and 
begins to accrue mileage et a prescribed rate of usage, U, . When its 
replacement arrives to enter the Active Subfleet, it will be at the 
point shown as M_ (mileage at the termination of its use within the 

Active Subfleet), which time point is designated as t_ . It than enters 

the Reserve Subfleet at t. different (presumably lesser) rate of usages, 
Ife , and when it has acquired a given accrued mileage, «L  at time t , 

it is transferred to the Inactive Subfleet. In our example, we show 
it as accruing no mileage in the Inactive Subfleet (ifc = 0) until the 
time point, tr , when it washes out <jf the Inactive Subfleet as well as 

the total MOO fleet. The usage of this typical vehicle has its conse- 
quences in patterns of performance capability and cost. 

Pejrformance Patterns. In Chart 6, "The Hypothetical Ferforiaance 
Potential for an M60 Tank," the typical vehicle's performence-life is 
depicted, starting with a performance capability, measured in Worth In- 
dex values, close to 1.0 at the start of its fleet life. In time, as 
it wears out through use and is affected by obsolescence, its potential 
for reliable performance diminishes until it completes its service in 
the Active Subfleet. At that point in its life (shown as ML }, it is 

transferred from the Active to the Reserve Subfle«t. 

The lessening of its capability continues until it completes its 
Reserve Subfleet, life at mileage M_ . At this point, under the usage 

h 
depicted in Chart 5 (no additi* ml mileage), the performance curve 
simply continues to descend, affected solely by obsolescence, until the 
mileage point shown in Chart 6 as tL (time point is t ). At the con- 

clusion of its Inactive Subfleet life» the vehicle has reached its lowest 
point of capability. The dotted line shows a potential modification in 
this performance pattern that could be accomplished ty a rebuild at sons*: 
point about half way through its life. The rebuild mileaRe-noint desig- 
nated here as NL, is the point at which the rebuild wauld be instituted 

for each vehicle flowing through the system. 
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The reliability of the vehicle can be largely restored by renvdld- 
ing. Under certain vehicle-use patterns, rebuild may be instituted more 
than one*'. In each instance of rebuild, there is both a gain in per- 
formance and an offsetting cost for that rebuild. Apart from pointing 
out in Charts 5 a,.! 6 that a prescribed rebuild policy can modify both 
the performance and cost patterns of the typical vehicle, we will defer 
consideration of the effect of rebuild in order to avoid complicating 
the model at this point,. \ 

Cost Patterns,, The cost pattern of the same typical vehicle (Chart 
7), shows a very large acquisition cost, maintenance costs accruing through 
extended use at an increasing cost rate until the completion of the 
vehicle's Active Subfleet life, NL, , with t. continuing increase in the 

maintenance cost rate through its Reserve Subfleet use. The rebuild, 
whose performance effect was shown in Chart 6, seen hjre as a rebuild 
cost (C ) instituted during the letter half of the Active Subfleet life, 
is a large immediate cost increment somewhat offset by the lower cost 
for maintenance for a period subsequent to rebuild. We have made an 
assumption that the maintenance cost of a vehicle in inactive status 
for some several years is negligible '.i.e., zero cost) compared to its 
previous operating cost. 

The three charts de; let the hypothetical experience of a single 
vehicle flowing through ai combat vehicle system in equilibrium. De- 
pending upon the two key parameters of fleet structure (i.e., fleet 
and subfleet size) and the training-use requirement, these curves vary. 
The usage rate per vehicle determines the costs directly and the per- 
formance inversely. 

Fleet Operations Aa a Flow Process 

Background. The operation of the balanced fleet can be viewed 
simply as the flow of evenly-spaced vehicles through these use, per- 
formance, and cost patterns. For example, if we assume that the «;ain- 
and-loss rate of this equilibrium system were 365 vehicles per year, 
any given vehicle at some point in the system would follow its immediate 
predecessor in the system by one day and lead its successor by one day. 
Each of these three randomly-located vehicles would have assessable 
performance capabilities depending upon its mileage accrual at that s 
point in time.  Similarly, each would have generated cumulative coats 
described by the cost pattern curves. 

No two vehicles within the same organizational unit run exactly j 
the same number of miles, even on a common activity as a training exer- i 
eise. While it is true that mileage is nc *•. accrued as continuously and 
evenly as we assume here, yet for large groups of vehicles, and we are 
attempting here to predict for a fleet and not for a single vehicle, 
this depiction or the expected experience uf a.  single vehicle is the 
average of all such vehicles in the fleet. 
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CHART 7 

Hypothetical Cost Fkttera for an MßO Tank 

Cumulative 

Costs 
Rebuild Cost (CR) 

a 

Maintenance 
Costs (C   ) 

in 
CUB 

requisition Cost (CÄ) 

1 Active Subfleet 
Reserve 
Subfleet 

Miles 

L 
Inactive Subfleet 
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Ma.jor Factors in Fleet Planning. 

Operational Patterns. The primary determinant of vehicle per- 
formance and of costs i.- usage, as measured by accrued mileage. For 
the purpose of further c.^nlysis, we can convert the performance poten- 
tial and cost pattern cL-rts into functions of time or of numbers of 
vehicles. The advantage vould be tc show the influence of time on cer- 
tain performance and -oat levels, and similarly, the influence of the        J 
flow rate of vehicles through the jyscem can be analyzed more readily 
by converting mileage into vehicular values. t 

The two basic factors which are needed to initiate our fleet plan 
are fleet structure (subfleet sizes) and the ure requirement. Tha lat- 
ter faccor is the aggregate number of miles of use for each subfleet 
annually. 

Consider a hypothetical tank fleet, Fleet X, with its Active, Re- 
serve, and Inactive Subfleets, respectively ^, ife , and X3 . Assume 
that the fleet size requirement (V„) is 5>000 vehicles with the respec- 

tivs subfleet sizes, (Vw =) l800, (V_ =) 1200, and (V „=) 2000, and 

further assume that the required operating rates (n. ) for these sub- 
h 

fleets is 900,000 miles annually for Subfleet 3q , 200,000 miles annuaT- 
ly for Subfleet Xg, and 0 mileage for Subfleet X3, a total of one mil- 

lion miles annual use. Symbolically, the first set of data are the V,:*- 
Ei 

values and the second set are the U.values. The annual operating rate 
per vehicle (U.) for each subfleet is then, 

Ui=  * 
V 
Ei 

making the respective subfleet values, Uj = 500 miles per year; Ug   = 83 

miles per year; and 1% = 0 miles per year.* U. i.H determined by the re- 

■•irements., and since Uj is equal to the mileage accrued by a vehicle 
11 a given fleet» divided by its lifetime in that fleet, 

\J±  = \ 

\ 
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K 

at a constant rate of use, the mile. ,.„.. accrued during the vehicle's 
period of life in a given subfleet is direetly related to the time 
spent within that subfleet. If we determine the subfleet lifetime (t_ ), 

Ei 
we can prescribe the accrued mileag« limit for that subfleet's venicles 

), and vice versa. i 
ai j 

One simple logistical policy based upon this fact is to prescribe 
an indefinite lifetime within the subfleet so as to "squeeze" as much 
mileage as possible fiom a given vehicle in it? subfleet life, Obvious- 
ly, these vehicles do not have an indefinitely long lifetime because of : 
their depreciating worth through operating une and time.                     ! 

Worth, Subfleet lifetime is a function of the minimum standard of 
performance that we will accept for the subfleet. It is a function of j 
such a standard whether we recognize the existence of any standard of • j 
performance or not. The performance measure* that we have referred to, 
the Worth Index, can be applied as the basis for determining the mile- 
age life and time "or our subfleets. Using a minimum performance capa- 
bility of the Active Subfleet as our limiting criterion, lifetime and 
accrued mileage for aubfleet X.. can be determined from the Worth Index. 

W = abV 

W = .96M.999959)M (.9^)* 

If we establish as a minimum performance standard the worth of the 
least effective vehicle in the Active Subfleet, we can compute the age 
and mileage limits that each standard would impose. For example, for 
a minimum worth level of .5, a vehicle would be B.k  years in the Active 
Subfleet. This is the worth of the oldest vehicle that has passed 
through the Active Subfleet and is to be transferred into the Reserve 
Subfleet. If we accept a minimum Active Subfleet worth of .6, lifetime 
in the Active Subfleet would be 6.1 years; for a worth of .7» its Active 
Subfleet lifetime would be 1*,1 years (see Table l). 

The value of the minimum worth determines the lifetime, and con- 
versely, the lifetime determines the minimum worth level within the 
subfleet. Determination of the acceptable minimum performance stan- 
dard is not the function of the logistical planner, but he can feed- 
back the cost and effectiveness implications of alternative standards 
to the requirements staff. 

If the fleet had a .6 worth minimum for its Active Subfleet, then 
t  would be 6.1 years and at that time . vehicle will have accrued a 

mileage of 3,037 miles. What is the rate of replacement (v. ) 'or 

this ".6 Fleet"? The rate of flow of vehicles, as we have stated, is 
constant for all parts of the system. 

58 



TABLE 1 

VEHICLE WORTH Mi A FUNCTION OF MILEAGE AND TIME 

(Age aod Mileage at Transfer fron Subfleet 3^ to 
3ubfleet Xg for Selected Worth Values) 

\ 

.5 

.6 

.7 

.8 

Baswd upon: W - ab 0 

** \_ 

8.J4IOO (years) 1+205  (miles) 

6.O738 3037 

I*. 1003 2050 

2.389U 1195 

= .96V(.999959)M (.9^)* 
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V 
V, =  E. 
t    *     -  lSOQ = 296 vehicles per year 

or 

Vt = _*. = 900,000  = 296 vehicles per year 

\ 3'°37 

The flow rate of the ".6 Fleet" is 296 vehicles per year. Through 
similar computations, we can complete the equivalent parameters for sub- 
fleets Xg and Xg. The typical vehicle would have accrued 3»037 miles 
when it left the active fleet (NL ).  It would enter the Reserve Sub- 

fleet for an additional four years, accruing an additional 337 miles. 
It would then be assigned to the Inactive Subfleet (without further 
mileage) for 6.7 additional years. This would be a total fleet life 
of l6.9 years with a total accrued mileage of 3>37*+ miles. The aver- 
age annual usage for the total fleet experience would be 200 miles per 
year per vehicle. 

Wh.it are the implications for the performance capability of the 
three s\bfleets under this operating use and replacement rate? As we 
have sair, one of the bases for this fleet was a minimum Active Sub- 
fleet s'vuidard worth of.6; the performance capability of Subfleet X^ 
would range from the high capabilities of its newest vehicles down to 
a .6 worth for those vehicles about to transfer into the Reserve Sub- 
fleet. The best vehicle in Subfleet Xg would therefore have .6 worth, 
and the oldest vehicles in Subfleet Xg would hava a worth of .1*69« 
The Inactive Subfleet worth range would be from .U69 down to .318 for 
those vehicles ready for final washout. 

Suppose we were to select a minimum standard of .7 for the Active 
Subfleet instead of .6. The Fleet Plan Table, Table 2 shows the con- 
trasting characteristics of the alternative total fleets. 

The Fleet Plan as a Function of the Vehicle Flow Rate. Up to this 
point, we have made the system primarily a function of mileage and time. 
These key factors are convertible to vehicle quantities to depict fleet 
profiles of effectiveness and cost. This transformation can readily 
be made from the basic equations in which mileage and time are the key 
variables. For example, 

t- =  \   (or t, * Vi) and  E   "Y3    i  «-' 
1    vt        vt 

M, -£  V4 

"  Vt  ~ 
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in the Active Subfleet, the usage rate vo, / equals the per vehicle ac- 
crued mileage (*L ) in Subfleet 3q  dividefl by the time (t_ ) spent in 

the subfleet; also, t-   equals the Subfleet X, vehicle quantity (?   ) 

divided by the replacement rate (V.). Any point i in the mileage* 

time, and vehicle ranges of the Active Subfleet is identically related. 

Worth,    The Worth Indax, based on mileage and time, 

V     . abM (<$*?   -   ab \  (.9^) \ 
*\ 

becce-ss, in vehicle -/aluea, 
-     ■ y V 

i" T. I       (In i   -   ^  » ltfOO (exit from 

\   -«   ^ffeetneetXl) 

X») 

and fisiee i.\ and V.  are constants, Worth is now a function of V., any 

vehicle i in the Active Subfleet. 

Che same equation can be used to show the effect on a given vehi- 
cle's worth of tee flow rate by making U   and V   the constants and 

l i 
allowing V. to vary. From the form cf the equation, for any vehicle 

ix tha system, the greater the flow rate, the greater the worth.» 

Costs. The cost of equilibrium fleet operation is 

CT " CA + Cm + CR 

The total cost is equal to the acquisition cost plus tha maintenance 
cast plus the cost for rebuild, if a rebuild polic/ is applied. On an 
annual basis, symbolically, this would ba 

\   '\*\*\ 

Tha total annual cost for the fleet is equal to the annual acquisition 
cost plus the annual maintenance cost plus the annual rebuild cost. 
The data that has been collected in previous studies has indicated a 
close fit for the cumulative maintenance costs per vehicle of 

c        .  ■**   .   .521V-319802 
m 
cum 

This cumulative function for maintenance costs, the major variable 
in operating costs, can be estimated as a function of the accrued mile- 
age of a tank. In the example we are using for Subfleet )i , with a 

* See Chart 9. 
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minimum worth cutoff of .6, the vehicle which will have reached that 
point of mileage (and worth) will bar«; accrued $20,578 of maintenance 
coots. It will have accrued an additional $3,070 in its Reserve Sub- 
fleet use, making the total maintenance cost cumulation when it enters 
the Inactive Fleet, $23/' 3. 

The annual maintenance for each of the subfleets in the ".6 Fleet," 
shown in the Fleet Plan Table, would be $6.1 million for the Active 
Subfleet and $.9 million for the Reserve Subfleet with assumed negligible 
cost for maintenance during Inactive Subfleet life. Annual maintenance 
cost for the .6 Fleet would be $7.0 million, the annual acquisition 
cost (at a hypothetical $100,000 per vehicle) would be $29.6 million, 
making tne total cost, under a no-rebuild policy, $36.6 million to sus- 
tain a fleet of this structure at the .6 minimum worth level,* A policy 
of one-rebuild per vehicle would add $6.5 million e/inually to the total 
(at an aasumed rebuild coot of $22,000 per vehicle). 

The equivalent estimates for the higher performance ".7 Fleet" are 
$6.2 million for annual maintenance, slightly less than for the .6 
Float, and annual acquisition costs of $^3*9 million, making its total 
under a no-r»build policy $50.1 million. A one-rebuild per vehicle 
policy would add $9.7 million annually. 

Fleet Phase-in Costa 

The cost of creating the equilibrium fleet is its phase-in cost. 
This is the period during which the first vehicle delivered into Fleet 
X has .aoved from the initial vehicle position through each of the in- 
tervening U998 vehicle-position to the final vehicle position, V„ . 

% 
At the moment when it washes out of the fleet, the equilibrium phase 
begins. The cost of phase-in is then the aggregate emulative cost of 
each of the 5000 vehicles at that moment. 

Phase-in Cost   = V_  (C. + C_) - V_C„ + C 
1% A K n n m 

T C*J       -       J1800   l.0taL7(Tj 1-319002 ♦ /30002673.82(V)-27256 
Cm "     i =» 0 "cum,, "0 

i 
r5000„ +   fuw23,6U8 
3000 

1800 p -|3000 

1800 

r -1 1800 r ~| 
1'<*m7 2.319802 .2673^32   Ll.m* 
2.319002   [/ J n       1.272256 L J 

5000 
+ 23,6Ufl[VJ3000 

* See Chart 10. 
** Maintenance costs for a ".6 Fleet" during phase-in; this is a 

vehicle-dependent transform of the equation for C described pre- 
viously. mcum 
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[1 1800 p 
^.31980^   o +2101.6368(   v^.272256 

3000 

1800 

5000 
+ 23,61+8 [V] 

3000 

= (.M+839) (löOO)2-319802 + 2101.6368        f730O0)1-272256.(l8OO)1'2722561 

+ (23,61*8) (2000) 

= (.1+1+839) antil  [2.319802 (log 1800)  ] + 2101.6368 [until {l.272256 

(log 3000)}  -fantil 1.272256 (log l800)j ] 

+ 1+7,296,000 

= (.Mt839) (antil 7.55158) + 2101.6368  [antil 1+.1+2379 - antil U.1I+15I+] 

+ 1+7,296,000 

CM   =    15,967,U63 + 26,6^9,^79 + 1+7,296,000 = $89,912,91*2 

Phase-in Cost = V_    fCA + C„) - V„C_ + C E,   ' A        R'        R R        m 

= 5OOO (100,000 + 22,000) -  (1500)(22,000) * 89,912,91+2 

= 589,912,9^2 (for a ".6 Fleet," no-rebuild   policy) 

= $666,912,9^2 (for a ".6 Fleet," under a one-rebuild polioy applied 
to each vehicle after it has reached the 1500th vehicle position) 
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X. 

Recapitulation N, 

At the beginning of this paper,'! posed several questions which 
a planner would be faced with in making logistical and operating de- 
cisions for a fleet of combat vehicles. I have tried to demonstrate 
through the perspective of an equilibrium fleet how such answers 
affecting logistical decisions might be arrived at. 

1. What kind of relative effectiveness can we expect in the 
projected fleet? 

Relative Effectiveness 

Fleet  Total Active Reserve Inactive 

Size 5000 1800 1200 2000 
Worth Aggregate (.6)   2797 

(.7)   3301 
1382 
1&85 

638 777 
lote 

Worth Range 
«   n 

(.6) 1.0-.32 
(.7) 1.0-J»6 

1.0-.6 
1.0-.7 

.6-.U7 

.7-.59 
M-. 32 
.59-M 

Mean Worth 
n     n 

(.6)   .56 
(.7)   .66 

.77 

.83 
.53 
.65 

.39 

.32 

2. What will the fleet operating cost bet 

Annuul Fleet Operating Coat 

Millions of Dollars 

Fleet Total    Active  Reserve Inactive 

(.6) 

(.7) 
36.6     35.7«    .9 
50.1     1*9.3*    .8 «■;« 

* Acquisition Cost allocated to Activj Subfleet entirely. 
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3. What will the cost be of establishing the projected fleet? 

Phase-in Cost* 

Fleet  (.6) $589.9 Million 

(.7) $553.5 Million 

* Under a no-rebuild policy, 

k.    What r«*tfc of production will be necessary for replacements? 

Annual Replacement Rate 

Fleet  (.6) 296 Vehicles 

(.7) ^39 Vehicles 
K 

I have applied the concept of a fleet of vehicles being operated 
on a policy of predetermined constant-level usage and replacement. 
Theße determinations have bean based upon stated requirements of sub- 
fleet sizes and usage rates to which an empirical measure of effective- 
ness, the Worth Index, and expected coat for each vehicle passing 
through the system have been applied, 

Application of this method to Army vehicle fleets is obviously 
dependent upon the accuracy and reliability of the data. The Worth 
Index that was used in this paper was based on a field test of the 
mobility of the tank; it is recommended that similar data be collected 
among a stratified sampling of vehicles to determine the proportion 
of each age stratum that will respond successfully with all systems 
in ready condition at the mission location, The cumulative operating 
cost for the typical vehicle through its lifetime are the second 
category of data essential to the method. Such data are now increas- 
ingly available on major equipment items reported by the Army's 
equipment reporting system. 

Some expedient shortcuts were mr.de with these data and the 
analysis in order to focus on the essentials of the concept. In the 
practical application, each of these deliberate omissions should be 
considered and included. Among these are: 

1. The per vehicle costs of delivery from the factory to the 
acquisition unit, F3L, and salvage value. 

2. The phase-in and operating costs of maintenance and over- 
haul floats as specialized subfleets." 

3. The actual cost and condition of a vehicle deactivated 
through an extensive period of time. 

ht    The worth and cost profile of an overhauled vehicl«. 
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Summary 

Combat fleet requirements are currently in terms of numbers of ve- 
hicles without regard to qualitative differences. No distinction is 
made among the vehicles of the fleet, although it is recognized that, 
in general, the older vehicles of a fleet are less reliable. Cost and 
performance estimates can be made of every vehicle in the operating 
fleet by the performance model (the Worth Index) and the cost model 
presented here. Vehicle use and lifetime data should be analyzed to 
determine their effects on the qualitative and economic characteristics 
of the operating fleet. 

Utilizing dsta of costs, fleet size requirements, and indices of 
reliability and worth, the paper1s concept of a continuous flow of 
replacement vehicles describes the determination of delivery rates, 
operating rates, subfleet phasing, and washout. The paper considers 
the MßO main battle tank; it is also applicable to planning other 
trncked-and wheeled-vehicle fleets. It is intended to show how planning 
and management staffs may project'dates of fleet buildup, cost cumula- 
tions through the end of fleet phase-in, and the cost and reliability 
and worth profiles of the fleet in equilibrium (constant level of input 
and output of the fleet). 

Conclusions 

1. It is feasible to create a combat vehicle fleet meeting 
specified criteria of reliability and performance for an indefinite 
period of years. 

2. With the application of a specified minimum standard of per- 
formance (e.g., the Worth Index), fleet capability is directly deter- 
zrinable by the replacement rate. 

3. Cost effectiveness of a combat vehicle fleet must be con- 
strained by a minimum performance threshold for the fleet; cost 
effectivanees level of a combat vehicle fleet is met by minimization 
of the costs for a fleet of established standard. 

k.    Data should be developed to provide tne meacixes of worth 
and cumulative cost throughout the range of accrued mileage-and-time 
for a representative sampling of the fi.?et. 
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LIST OF SYMBOLS 

X Fleet Designation 

X, Subfleet i of Fleet X 

Xt Active Subfleet 

Xj Reserve Subfleet 

Xj Inactive Subfleet 

H Fleet Mileage 

H Subfleet X±'B Mileage 

^. Subfleet X's Annual Mileage 

M Miles (Single-Vehicle) 

Mt Tha 1th Mile 

M_ The (Odometer) Mileage of a Vehicle Exiting from 
TL Subfleet X, 1 

V Vehicle 

V. The ith Vehicle 

V The Final (Oldest) Vehicle in Subfleet X,; 
Ei The Number of Vehicles in Subfleet X± 

V. Vehicle Flow Rate; Replacement Rate; Washout Rate 

t Time (in years) 

t. The ith Time-point 

t_ The Elapsed Time (Since Entry into Fleet X) of a 
i Vehicle Exiting from Subfleet X 

t The Elapsed Time (Since Entry in Fleet X) of a 
B Vehicle Exiting from Fleet X 

U Usage Rate (in miles) 

U. Usage Rate in Subfleet X 

a a.._„_-.„ T„J«„ /ir„-i.,„\ 
kJ WUWUau       J.4AKAW4V       ^ * v»-kM\*   J 

S Success Index Value of the ith Vehicle 

Sg Success Index Value of a Vehicle Exiting from Subfleet X. 



Obsolescence 

Obsolescence Factor of a Vehicle Exiting from Subfleet X. 

W 

W, 

W 
S, 

Worth Index (Value) 

Worth Index Value of the ith Vehicle 

Worth Index Value of a Vehicle Exiting from Subfleet X. 

a,b 

g 

f 

Conventional Mathematical Constants 

Range Limits of a Variable (f * Variable ig) 

m 

m^. 

X 
m cum 

cum 

Cost 

Total Cost 

Acquisition Cost 

Maintenance Cost 

Rebuild Cost 

Annual Total C< • <t 

Annual Acquisition Cost 

Annual Maintenance Cost 

Annual Rebuild Cost 

Cumulative Maintenance Cost (for a 3ingle Vehicle) 

Cumulative Total Cost (for a Single Vehicle) 

Maintenance Coet Rate (Per Mile) 

Mean Maintenance Cost Rate (Per Mile) 
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is Cooper's; that for tracked vehicles is Norman Agin's. The pro- 
cedure for assessing the rate of technological obsolescence is due 
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Scriggins and Christiansen have overseen all of this work—together 
until 1962, Christiansen alone since then. The exposition generally 
and the discussions of benefits of the cost amortization approach 
and the lack of cost discounting are those of the author. 

INTRODUCTION 

In the past seven years a technique for determining equip- 
ment lifetimes has been developed at the Research Analysis Cor- 
portion (RAC) and its predecessor the Operations Research 
Office (ORO). The technique has been used at RAC to determine 
lifetimes of major Army tracked and wheeled vehicles. The work 
was done under the primary sponsorship of the maintenance ele- 
ments of the Deputy Chief of Staff for Logistics and the Aray 
Materiel Command.  It has resulted in the series of ORO and RAC 
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publications numbered one through eight in the bibliography. 
The findings published in these documents have exerted signi- 
ficant influence on the procurement and management policies 
of the vehicle fleets studied. 

To date the lifetime technique developed at RAC has re- 
ceived no formal exposition except in abbreviated, technical 
form in appendixes to references 3-S. However, it is the 
only lifetime analysis known tc the author that bus had its 
results accepted by one of tne three services and incorporated 
into the management policies of the equipment fleet analyzed. 
The present symposium on life-cycle management, then, in 
addition to seeming a meeting to which a discussion centered 
about a lifetime technique could contribute ideas of relevance 
and interest, seemed a good occasion for giving wider exposure 
to a technique whose results have received recognition but 
whose ways have gone relatively unnoticed and unknown. 

The purpose of this papsr is to describe the lifetime tech- 
nique developed and used at RAC and the general results obtained. 
The description is set in the specific contexts of materiel 
life-cycle management on one hand and some general problems 
of determining materiel lifetime on another. 

LIFETIMES AHD LIFE-CYCLE MAHAGEMEHT 

Life-Cycle Management 

The ultimate aim of life-cycle management of materiel is 
probably to provide for the adequate performance of a neces- 
sary operation while minimizing development, acquisition, 
support, and disposal cost of required materiel. Figure 1 
shows major stages of the materiel life-cycle that must be 
controlled. 

At some time technology has certain capabilities char- 
acteristic of the general state of development of the sci- 
ence and engineering communities at large. This is repre- 
sented by the area labeled "H" for research. 
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Figure 1 Matern! Lifo-Cfd« 

'////. Arec treated by RAC lifetime technique. 

||||| Critical decisions in life cycta mat 
^ how many, how often, when? 
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Given the need for materiel to perform some necessary 
function, there are a number of configurations this materiel 
may take that perform the function reasonably well and that 
reasonably incorporate technological capabilities for pro- 
ducing durability and efficiency. T». 3e several feasible con- 
figurations are represented by boxes labeled "D, T & E"— 
develop, test and evaluate--!«. Figure 1. The purpose of the 
D, T & E stage is to establish more firmly how the several 
feasible designs differ SO one can choose more intelligently 
from fimong them which should be produced and put into operation. 

The next two boxes in Figure 1, labeled "P & P"—procure- 
ment and production--and "0 & M"—operation and maintenance— 
show these latter stages, and that they represent a selection 
from among the several possible designs. When operations by 
a given design can no longer be performed adequately or can 
no longer be permitted economically, the materiel is disposed 
of, represented by the last box on the chart, labeled "D". 

One other box—under operations—is shown, labeled "OH." 
It represents the possibility that materiel whose performance 
has become inadequate or unecomonical can be restored to an 
acceptable condition by overhauling it. It is really just a 
way of extending the operating time of the equipment. But it 
is shown separately because it often requires a major expendi- 
ture of time and money, and because it is an alternative to 
disposal and hence to procurement of a new replacement, item. 

Optimal management of the life-cycle depends heavily on 
how funds and effort are allocated among the cycle stages. 
This allocation is, in turn, critically dependent on decisions 
made at the points shown shaded in Fig. 1. And to make good 
decisions at these points requires as a minimum an appreciation 
of the dynamic environment in which the life-cycle lies. 

For example, the first shaded area represents the decisions 
about how many feasible configurations are to be subjected to 
D, T & E at the same time, i.e. how many are necessary to 
reflect adequately the useful variety of approaches afforded 
by the technology, and how often new configurations should be 
introduced and old ones dljcounted. These decisions depend 
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on one's assessment of the rate and nature of advances in 
technology on the one hand versus how he supposes they can 
affect the performance of the materiel of interest and how 
much this is worth compared with what it will cost on the 
other. The dynamic elements here are three; The rate of 
advance of technology, the cost of incorporating the advances 
that occur over any given time, and the value of effecting 
any given improvement in the performance of the materiel. 

The second decision area represents the choices of when 
to introduce a new model to the fleet, and which of several 
alternative new models. This depends on how much better the 
alternatives are than the model currently in production and 
what this is worth in the mission environment of the materiel 
versus how much it costs to introduce the new model. Each 
element named in this situation is dynamic—it changes over 
time. 

Other critical decision areas shown in Fig. 1 are how 
many items to produce at what rate, how many to operate for 
how long, and whether, when, and how often to rebuild. All 
of these questions must be answered in some way or other in 
the context of a technology that can produce models of improved 
costs and/or performance at a rate significant with respect 
to the aging rate of equipment in use, a mission environment 
in which the relative value of many mission functions is in 
a state of flux, and an operating environment in which the 
logistical system is undergoing frequent changes with attend- 
ant changes in the costs of rendering any given support. 

i 

i 
Lifetime j 

In this paper the phrase "equipment lifetime" shall mean 
the time an item of equipment spends in the box in Fig. 1 
labeled "0 & M." Equipment lifetime depends on nothing less 
than all the matters discussed above. Whether an item should 
be discontinued from operation depends precisely on the cost 
and performance advantages and disadvantages of substituting 
any of the available alternative items for continusd operation 
of the current one„ And these advantages and disadvantages 
really depend on the rate of technological advance, the rate 
of feasible incorporation of advances into test items, and the 
value of introducing given equipment changes in the prevail- 
ing mission environment. 
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As the cross-hatching of the shading at the end of the 
operating stage in Fig. 1 shows, the lifetime technique dis- 
cussed balow is a way of answering only one or two of the 
several critical questions for decision identified for the 
life-cycle as a whole. Furthermore, although it has been said 
above that lifetime ultimately depends on decisions taken at 
the other points in the life-cycle, the RAC technique does 
not consider such points explicitly. Rather, the technique 
answers the question: At rfhat equipment age should an item 
in operation be replaced if the  available replacement item 
has specified acquisition cost, has the same age-dependent 
operating costs and performance as the current it<an, but has 
had the obsolescence incurred by the current item removed? 
(There are some difficulties with the last characteristic in 
conjunction with the one preceding it, but further discussion 
of this point is deferred until a discussion of limitations 
near the end of the paper.) Thus the explicitly included 
considerations are acquisition cost cf the replacement item, 
age-dependent costs and performance of operating items, and 
the obsolescence rate of the current design. Considerations 
implicitly assumed constant are mission environment in whfch 
changes in performance are to be evaluated, logistical 
system performance, and effectiveness with which incorpor- 
ation of technological advances in new models and intro- 
duction of new models to production is managed. 

The lifetime technique being discussed has not *: ied to 
answer the lifetime question in the large context of the life- 
cydLej it has offered an answer to the smaller question of 
when an item that ages should be replaced by a new, similar 
item. In doing so, however, the technique gives BXI  idea of 
the true answer to a major life-cycle management question 
which has implications for answers to the other major life- 
cycle questions raided. Two by-products of life-cycle 
interest associated with the lifetime technique have been 
partial answers to the rebuild question and an assessment 
of the rate of technological progress. 

THE LIFETIME TECHHIQUE 

Characteristics 

The lifetime techniffU"? bain? discussed has the following 
characteristics: 
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1. The lifetime is defined to be the age at which j 
the average cost per unit of effectiveness is nnallest, con- 
sidering all time since the equipment was ismed new. The 
average cost per effectiveness is derived by summing the cost/ 
effectiveness ratios of each time period of life and dividing 
by the number of periods. (This is in contrast to summing 
all the costs and dividing by the summed effectivenesü,) It 
has the algebraic appearance I 

11=1  i 
?.   c 

J, 
Ei 

1-1 

for a lifetime T, where C and E. are the costs and effectiveness 
respectively of tiae period i. 

2. The cost charged to the effectiveness of time 
period i is the sum of the portions of acquisition "iost and 
maintenance costs amortized in that period. Costs are 
amortized in equal increments in each period between the 
time they are incurred and the end of the life being con- 
sidered. Thus, if the life being considered is T, the acqui- 
sition cost is I, and the operation and maintenance costs 
incurred in the time period j and M » the costs amortized in 
period i are given by the formula " 

ci = I - + V Mi 

j=l   J J 

Figured shows for a simple case how the amortization 
procedure redistributes maintenance costs in age. For a 
lifetime of three time periodss in each of which the mainte- 
nance cost incurred is six unite, the amortization procedure 
causes one-third of the six units of cost incurred in the 
first time period to be charged to each of the three periods 
of life; it causes one-half of the six units incurred in the 
second interval to be charged to the two remaining periods 
of life; it causes all six units of cost incurred in the 
last time period to be charged to that period. The result 
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Fig. 2 Effect of Amortization on Distribution of Maintenance Costs in Equipment Age 
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is that the distribution of six cost units in each of the 
three periods of life is transformed to two units in the 
first period, five in the second, and eleven in the third. 
An actual case *s  shown in Fig. 3. Here the amortization of 
acquisition cost is also shown. 

3. Effectiveness is defined as the product of 
reliability, availability, and an index of non-obsolescence 
called the technological competetiveness index. Thus, 

technological 
E-(reliaMlity) (availability) (Competetiveness) 

Reliability has the usual definition of the probability 
that a mission of specified content and duration in a specified 
environment can be completed once begun. Availability also 
has the usual definition of the probability that an equipment 
is operable, obsolescence is assumed to occur continuously 
in time at a constant rate, r. The technological competetiveness 
index at some time t is then defined as (l + r)" . Clearly 
this is a relative measure stated with respect to the perfect 
value 1 assigned to the equipment an arbitrary t time periods 
ago. The technological competetiveness index has the form of 
a discount rate. Thus, the effectiveness measure is the pro- 
bability of being able to begin and complete a mission of 
Bjjecified duration, discounted to account for obsolescence., 
It may be written more compactly as 

Iv vjwi.  * \  / obsolescence\ probability of     diacount  . 
mission succsssl  ^ factQr   J 

Effectiveness assumes values between zero and one, and for 
any real equipment has a value less than one. A unit of 
effectivt:v?ss is a unit of time at effectiveness index unity, 
or two units of time at effectiveness £, etc. 

Data Requirements 

The data required as input to the calculation are 
essentially maintenance and cost data; they are summarized 
on Table 1. The maintenance data required should be basically 
a list of the breakdowns each vehicle in the sample experi- 
enced over some period since issue of the vehicle sufficiently 
long that trends can be identified and extrapolated into the 
T*an«ro     **,&     *\ -I ^o+-4 *** a     r\ r*c%    *jr^ ^Y\      n f*r\ex-w>+V «T^. T **.     *» r\ ********* **■+*■ IPä*«      r**-, n\m 

82 



breakdown listed should be known the vehicle age at which the 
breakdown occurred, the period of time required to restore 
the vehicle to operability, the man-hours consumed, and the 
parts consumed. The ccsts required are the costs of parts at 
the point of use (i.e. to include their distribution and 
storage costs), the cost of man-hours, and the cost of a new 
vehicle. 

TABLE 1 

DATA RETIREMENTS 

Maintenance Data    Cost Data 

Breakdowns, showing 

Vehicle Age Price of New Vehicle 
Tima to Repair Cost of Man-Hours 
Man-Hours Consumed Cost of Parts, to 
Parts Consumed Include Storage and 

Distribution 

One element of required data that does not fell within 
the two categories named is the obsolescence rate. Obsolescence 
rate has been determined by administering a pair comparison 
test to a broad representation of Army interest in vehicles. 
In this test, ^»^ vehicle designers, operators, conmanüers, 
testers, and maintenance men were given a set of cards on 
each of which a vehicle with particular characteristics—for 
example weight, size, speed, maintenance requirements—was 
described. Three of the vehicles described were a past model, 
the current model, and R & D:s bast estimate of the next model. 
The other models were hypothetical. Participants in the test 
were requested to state .which card they preferred of each 
possible pair of cards that could be formed from the ten. These 
preference statements were then analyzed to show relative 
preferences for the three real models. Assigned to an appro- 
priate scale, these preferences were presumed to show the rate 
of technological improvement as it manifests itself in finished 
products to the perceptions of users, designers, testers, and 
maintainers. 
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Transformation of Data to Lifetime Inputs 

Given a breakdown rate ß(t). at vehicle age t,reliability 
for a mission of duration d is, for relati- <ly small d 

H(t) - e"^)'d 

The measure of availability used, the availability potential, 
may be computed from the data for a venicle of a^e t by the 
formula 

i+0(t)«X 

where egain j3(t) is the breakdown rate, and X. is the average 
time out of service per breakdown. Th»3 availability potential 
is the availability that eventually will obtain after the 
current breakdown rate and average time out of service per 
breakdown have been operating a long time. It differs from 
the true availability by an amount dependent on the rate at 
which 3 and X ai"e changing. For the equipment studied it 
has proved reasonable to take \  as constant and g as changing 
relatively slowly, so that the difference between availability 
potential and availability has been small. . 

Maintenance costs may be computed in straightforward 
fashion by associating the cost of man-hours with the nun- 
hours consumed and the cost of parts with the cost of parts 
consumed. 

The Lifetime Equation 

The definitions made above can be used now to construct 
a lifetime equation. The -average cost effectiveness ratio 
has been defined in terms which lead to the following 
expression . 

&  M 

i   Y -J i 
j=i 

rp  m '  " '  J.-J+J- 

ACE(T) =1 f 

If the number of intervals is allowed to become indefinitely 
large while the lifetime T is held constant, this expression 
becomes continuous and can be stated in the form 

81* 



r 

r? 

ACE(T)»1 Jl    ds   + \  M.d   \   dr 
TIT l EUT     J   f-s     \   ETP^    ■ 

■ 

/ 
In the event that operating and maintenance costs M(s) aiy be 
approximated by a straight line, say A + Bs, and effectiveness 
may be approximated by the exponential fe"*g , ohen this expres- 
sion may be integrated to yield the closed algebraic form 

ACE(T)=l(e^-l)  Aef^7 (-gT)m ■ BT e5 ST     {-&f 
fßT

2  " f gT L   MIT   f gT  L mTtm+TJTj 
s m=l .»=1 

By forming tables of the exponential and factorial functions 
in gT, the solution of this equation for given I, f, g, A, B, 
and T is quit« tracteble manually. Four or five trials 
usually suffice to de ermine thet T which minimizes the 
average cost iffectlveness. This T is the defined lifetime 
of the item of equipment. 

RESULTS 

Lifetime 

The main elements of this lifetime analysis were developed 
in the period 1959-1961. Since that time it has provided a 
consistent approach to measuring average lifetimes of t?'4T.s, 
armored personnel carriers, SP artillery, and l/U-, 3/'*-, 2 V2*» 
and 5-ton trucks. The lifetimes derived have seemed reasonable 
to the Army. They have shown wheeled and tracked vehicles to 
be two families within each of which lifetimes are essentially 
similar from vehicle to vehicle. For tracks the lifetime is 
from k to 6 „aars or UOOO to 6000 miles. For wheels the life- 
time is from 7-10 years or from Uo,000 to 60,000 miles. These 
results are presented on Table 2. 
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TABUE 2 

LIIETIMES8" 

Vehicle Typu 
Lifetime 

Years ! Miles 

Tracks 
Tracked Vehicles 

7-10 
U-6 

1*0,000-60,000 
^,000-6,000 

At observed use rates 

Overhaul 

With the advent of lifetimes optimum with respect to a 
single consistent cost-effectiveness criterion it was possi- 
ble with similar consistency to construct maximum expenditure 
limits for overhaul or lesser repair as a ;fmictlon of unover~ 
hauled-vehicle age. When one has measured the performance 
and maintenance costs of overhauled vehicles as a function of 
the time since overhaul, and has already measured the life- 
time of non-overhauled vehicles, then he can set himself 
the problem: What is the maximum overhaul expenditure for 
which the beat cost-effectiveness after overhaul is as good 
as the beat without overhaul? 

In the study on trucks maximum one-time repair expendi- 
ture limits, shown in Table 3, were derived as a function of 
truck age. 

TABLE 3 

ONE-TIKE REPAIR EXPENDITURE LIMITS FOR TRUCKS 

Age Interval 
(Years) 

1J» 
5-7 
8-10 

Expenditure Limit 
% Of Acquisition Cost) 

60 

25 
10 

ncicioutu „■} 
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The policy connected with these limits was that if a repair 
was estimated to cost more than the limit, the vehicle should 
be washed out; if the repair were to cost less, the vehicle 
should he repaired. These limits were stated for three ranges 
of truck life. They were approximately 60$ of the initial 
cost of the truck during its first four years of life, 25$ 
during its next three years, and anytime an. engine required 
replacement during the last three years. These repair limits 
were consistent with the computed lifetime of 10 years and 
measured average performance and costs of overhauled and non- 
overhauled vehicles. 

In the study on tracked vehicles a somewhat different 
pproach was taken. The overhaul that was then being per- 
formed was evaluated and found to yield vehicles with a life- 
time about 1/3 that of a new vehicle at slightly reduced 
average monthly cost and average performance. Maximum 
expenditure limits were then derived for the situation in 
which a vehicle was to be retained for a period equal to the 
sum of the lifetimes of an unoverhauled and an overhauled 
vehicle. The limits assured that, if the cost of overhaul 
at some age did not exceed the limit set for that age, the 
cost effectiveness over the entire retention period for the 
case when overhaul was effected at that e%e  would not be 
worse than if no overhaul were made. Of course if the cost 
of overhaul were less than the limit, the cost effectiveness 
over the retention period when overhaul is done would be 
better than if there were no overhaul. Here the results, 
shown in Fig. kf  were less homogeneous than in the truck 
case. 

Although in neither instance was anything like a 
comprehensive solution to the question when and to what 
degree to overhaul given, in both instances answers were 
given consistent in some way with actually measured perfor- 
mance and costs of overhauled and non-overhauled vehicles 
and with the lifetimes these performances and costs implied 
through the lifetime model already described. 

One other by-product of these lifetime analyses worth 
singling out iü the measurement of performances and costs. 
The mere telling of the magnitudes cf breakdown rates, down- 
times, and maintenance costs for particular models of 
vehicles in field use constituted pioneering reporting of 
important information to Army fleet managers and planners. 

87 



UMPUjiiuj i mi ijj 

70 

60 

SO 

o 40 u 

s 
I 30 
o 

20 L 
10 

Vefcisle 2\ \v«Me5. 1 

V«h!cl« 3 

Vahiel« 4' 

X X 
0 1 2 3 4 

YEARS SINCE 1SCUE 

Fig. If        Overhaul Expenditure Limits lor Tracked 

Vehicles 

88 



 Hji        IIIJIHIP.« il I —"~~   ., — ■■— i   ...   .-™-  ^IM 

DISCUSSION 

Lifetime Criterion - A Problem for the Military 

Techniques for determining equipment lifetimes have found 
widest application in industry, for one major reason: In 
industry costs and benefits are commensurable. Their differ- 
ence is profit and a lifetime is defined to be that time at 
which replacement of current equipment with some alternative 
equipment will yield greater profit over some specified period 
of time. 

Ideally the military would proceed similarly. Alter- 
native systems and alternative replacament times would be 
evaluated in terms of their net contribution to the national 
or world welfare. Only systems promising to make net con- 
tribution would be put into operation at all and the life- 
cyclts of inservice systems would be managed in a way that 
maximized their net contribution. To choose and mtuidige military 
systems in these terms requires not only commensurability 
between cost and effectiveness across systems, but also 
commensurability of various costs within the cost domain of a 
single system, and similarly for effectiveness. Even these 
latter do not obtain in the military environment. (They do 
not in the business world either, strictly speaking, but that 
is outside the immediate interest of this paper.) 

Thus the lifetime analysis discussed in this paper starts 
at a more modest level than that of the above remarks. Its 
concern begins after it has already been decided that the 
system or equipment can make a positive contribution to a 
relevant welfare and can contribute more than competetive 
systems or equipments. At this stage some large questions 
of commensurability have already been by-passed. The 
question now asked is, "Given that this equipment ages, 
when should a new item be substituted for a current item?" 
However, the incommensurability problem remains. Associated 
with aging are deteriorating performance and increasing 
maintenance costs. These are incommensurable. Even at this 
stage of choice the problem is not simply to maximize a j 
profit. ! 
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So far as the author knows nobody has seen his way either 
(a) to suggest how to translate costs and benefits of solitary 
systems into commensurable terms, (b) in  s>iggeet some fcoal 
other than the maximization of the net goods or (c) to 
suggest how the net good can be determined from incommensurable 
constituents. In short, so far as is known the diJemmfi s1ust 
posed has not been solved except tc say that at £h-- point 
where the incommensurabies have h ;>en identifier and quantifiel 
to a reasonable full extent, it is the dec'.sior iraker who 
muit bring these incommensurabies together in his own mind, 
in the context of his own experience, knowledge» and values,, 
and choose. 

Yet, the lifetime technique being discussed yields not 
a set of incommensurabies for a decision maker to mull ever, 
but one number--the lifetime. It makes th» decision. But 
this implies that it has somehow resolved the dilemma just 
described,' 

In fact, it has resolve-* *he dilemma in the case of the 
Araiy vehicles studied. Apparently the result of combining 
costs with the particular measure of effectiveness used in 
the particular way the lifetime technique requires is a life- 
time of intuitive acceptability to the Army—that is, a life- 
time consonant with what their perceptions and impressions of 
the f&cts of vehicle life gathered through various long and 
direct experience with vehicles allows them to think of as 
reasonable. 

However, it should o;~ made clear at once that the techni- 
que was not devised to rasolva the dilemma posed explicitly. 
Nor haa the technique resolved it in any absolute, final, or 
even authoritative fashior;. It is simply that, because the 
results seem reasonable, and because any lifetime result 
implies a relation of the kind "effectiveness level x is 
worth no more than cost y," it seems appropriate to say 
that the lifetime technique contains an implicit successful 
resolution of the commensurability dilemma for the equipment 
studied. 

'I 
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Of course it is not entirely luck that the procedure gives 
reasonable results. Intuition v&s  at work in its development. 
For example, if one cannot measure "profit," it Is not unreason- 
able to seek to insure minimum cost for given effectiveness 
by minimizing the ratio of cost to effectiveness. Bor is it 
unreasonable to measure vehicle effectiveness in terms of the 
probability that the vehicle will perform its intended function 
for a specified time. The next few paragraphs discuss in 
detail some aspects of the technique that may help to explain 
why the results are apparently reasonable. 

Details of RAC Treatment 

There are two ways computation of the cost effectiveness 
ratio by the RAC technique differs from the gross computation 
that cause this weighting. One is that in the RAC procedure 
a reciprocal effectiveness value for each period is computed 
and then these are combined; in the gross procedure the 
effectiveness is summed first end then the reciprocal is 
formed. The result is that periods of high effectiveness 
contribute relatively less and periods of low effectiveness 
contribute relatively more to raising the measure of reciprocal 
effectiveness used in the RAC technique than that used in the 
gross. Since it is the goal of both techniques to find the 
lowest cost-effectiveness ratio, for the same set of cost 
sind effectiveness data and for the same treatment of costs, 
this difference between the two techniques will result in the 
RAC procedure finding a minimum cost-effectiveness ratio 
representing a greater proportion of effectiveness units 
accumulated at higher levels. 

The second difference is that the RAC technique amortizes 
costs over only the life that comes after they are incurred 
and forms the ratio of the amount amortized in each time 
period to the effectiveness of that period before it then sums 
these and takes their average. This is in contrast to summing 
costs first and then dividing by summed effectiveness in the 
gross approach. Remembering from Figs. 2 and 3 the shift of 
maintenance costs to later life caused by the amortization 
procedure used, it is relatively easy now to say how this 
second difference also results in preference for effectiveness 
units accumulated at high levels of effectiveness. The 
tendency of the RAC treatment of effectiveness to contribute 
relatively less to increasing reciprocal effectiveness when 
effectiveness is high is reinforced by making the top half of 
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the ratio—the cost—analler in early 3ife when effectiveness 
is high end larger Jn later life when effectiveness is lower. 

An algebraic description of the two differences between 
the RAC technique and the gross technique may be made by 
considering it the goal of each to minimize a ratio ot costs 
to effectiveness for the time the equipment is retained by 
replacing it at the appropriate age. The proc^ure is to 
compute a cost-effectiveness ratio for several retention 
times until the time for which the ratio is minimum is found. 
In the RAC technique the ratio is computed by 

Iff n I 1~ 
i«a x 

(i) 

for a retention time of n units of time. The gross procedure 
is 

which is equivalent to 

111 * n L*     W 
1-1 

I (2) 

The difference between (l) and (2) is that in (2) the seme 
cost and effectiveness are used for each time period, while 
in (l) different cost and effectiveness are used for each 
period, and, as the subscript a is meant to designate, the 
costs used in a time period are those amortized in it. 
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A point not heretofore raised is that costs are not 
discounted in the SAC approach. If it is considered proper 
to discount future costs to account for the reality that 
future costs demand from current assets amounts less than 
the cost by the interest that can be earned meantime, then 
the failure of the RAC technique to do so is a third way 
that effectiveness units accumulated at high levels are pre- 
ferred. If discounting were used the costs charged to 
future periods would be smaller than undiscounted costs the 
more future they were. But since discounting is not uaed, 
and since earlier periods have higher effectiveness than 
later periods, not discounting results in increasing higher 
cost numerators in the cost-effectiveness ratios of periods 
of increasingly bad effectiveness. 

Figures 5 and 6 show the three effects described for 
the set of hypothetical data shown in Table U. 

TABLE k 
HYPOTHETICAL COST AND EFFECTIVENESS DATA 

Age 
Period 

Age Dependent 
Costs 

India- 
counted 

"Ha 
couatei i 

Age Dependent 
Effectiveness 

1 6 6.00 .9 
2 7 6.65 .8 
3 8 7.20 .7 
k 9 7.65 .6 
5 10 8.00 .5 
6 11 8.25 .U 

Initial cost: 50 

In Fig. 5 the cost-effectiveness ratio for various 
retention times is shown for several ways of computing cost- 
effectiveness ratios. The bottom curve was computed by the 
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RETENTION PERIOD 

Fig. 5—Cost-Effectiveness Curvts for Vorious Kind« of Cosf-Efftctivtntss Ratios 

a. Avorage discounted cost/average effectiveness. 
b. Averogo undi «counted cost/average effectiveness. 
c. Average undi »counted coit x avarag« reciprocal 

effectiveness. 
d. RAC procedure except actual, not amortiiee!, 

maintenance costs are used, 
e. RAC procedure. 
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gross technique using discounted costs. The discounting used 
was a simple five percent per period--probably unrealistically 
simple and high but suitable for illustrative purposes, The 
second curve up differs only in that costs were not discounted. 
The third curve differs from the bottom curve in that costs 
were net discounted and a cost-effectiveness ratio was com- 
puted for each period vising average cost for the numerator 
but actual effectiveness for the period in the denominator. 
In the next curve up all the previous changes are retained 
while use of ehe costs actually incurred in the period aa the 
numerator of the cost-effectiveness ratio of the period Is 
added. The top curve of course is the RAC curve, different 
from the previous one•only in the use of amortized costs in 
place of actual costs. Each curve indicates a shorter life 
and hence a life consisting of relatively more time spent at 
high effectiveness. Thus each change in the computations 
leading to the curves may be regarded as introducing preference 
for high effectiveness. 

In Pig. 6 a different set of curves is shown to represent 
the effects of the various computations. The point of view 
here is that, if it is assumed that the gross procedure is the 
only justifiable way of forming a ratio of costs to effective- 
ness, then the cost-effectiveness curves of Fig. 5 all represent 
use of the gross procedure but differ in the value system 
that expresses how much a given level of high effectiveness 
is preferred to a given level of lower effectiveness. For 
example, the lowest curve of Fig. 6 shows how the actual 
effectiveness curve—the top curve—should be changed to allow 
the gross technique to give the same cost effectiveness results 
as the RAC technique. The lowest curve can be interpreted 
as showing that a measured effectiveness level of 0.70, for 
example, (top curve) is rated by the RAC technique as being 
of only 0.6l (bottom curve) value for operational purposes. 
Thus, the differences between the RAC technique and the gross 
technique may be given the concrete interpretation cf being 
a way to introduce a value system that translates effective- 
ness measured in terms of availability, reliability, and obsole- 
scence into the value of this effectiveness to operations* 
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Fig. 6—Incromontol Degradations of Effectiveness that Would Yield tit« Seme Cast-Effectiveness Ratios 
a* the C?98s Ratio af Toto! Discounted Casts to Total Effectiveness, 

for an Accumulation e; Various Deviations from tho Gross Ratio 

No discounting. 

Avereg« reciprocal •K»ctiv«iw\i instwad of reciprocal of average effectiveness. 

MainJenance coitl charged to intervalt incurred in. 

ty/A   Mairttonanca cost» amortized. 
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Limitations 

A few limitations 01 the technique may be noted. It 
computes an average lifetime. Optimum replacement times for' 
individual vehicles vary, of course. Dean reported in 1961 '" 
that it waE characteristic of the lifetime analysed then in 
being that only an average value was derived; one stochastic 
model had been developed. 

The RAG model in effect assumes an Infinite sequence 
of replacements. In reality one may be concerned with 
optimizing only the next, five or ten years with current 
decisions. Thus if the BAC model yielded a lifetime of 
five years and the equipment was needed for only the next 
eight years, the optimum policy might be to operate the first 
item four years and the second four years. The model would 
not automatically say this. Its results really mean five 
years is the optimum retention time only if the period of 
interest is very long or is a multiple of five years. 

The treatment of obsolescence in replacement vehicles is 
awkward. The statement that the computed time applies if 
there are to be a long sequence of replacements is strictly 
true only to the extent that replacement vehicles have the 
same acquisition cost and c^e-dependent costs and effective- 
ness as the vehicles measured and each replacement begins 
with zero obsolescence. The idea that obsolescence can be 
removed while the costs and effectiveness remain the same 
does not sit well. One might prefer to start the new replace- 
ment at the obsolescence level its predecessor left off at. 
This would seem more realistic. However, it seems likely 
that it wou^d alter the lifetime of the replacement vehicle 
very little, and that the main effect would be simply to 
inflate the magnitude of the cos4„ effectiveness ratio obtained. 
In any case there is probably some reasonableness in the Idea 
that engineering improvements in a given model partially 
offset obsolescence while affecting the measured costs and 
the effectiveness imperceptibly. 
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Although obsoleaeence is included explicitly in the 
cal-olatirn, it is used essentially as a way of discounting 
late model life effectiveness to make a realistic accounting 
for ths loss in competetiveness of a given design. It does 
not mean that therefore the lifetime derived is the *lme to 
change designs. That question is not answered by the analysis 
discussed. However„ the results should be of some help to 
tho3e who must decide when to introduce a new model. 

The technique is concerned only with a kind of "economic" 
life. The possibility that the tacticcl value of a tank, 
for example, may have become unacceptably low after on!;" half 
of its economic i-'fe has expired is not considered. This 
must be treated oeparately. Of course such a decision would 
pre-empt the replacement decision made by the RAC technique. 
An economic replacement time is applicable onl^ if a more 
critical replacement time does not precede it. 

In conclusion, it should be noted that while it hag 
been stressed and much has been drawn from the fact that 
the Army has accepted the results as reasonable, this 
does not mean they have employed them without regard for 
their limitations. They are aware that the results are 
average values not rigidly applicable to ever/ individual 
vehicle; they know that tactical considerations may nullify 
or modify the relevance of the results, especially in high 
priority units; they know that the question of model succession 
is not resolved by the calculations described. In fact, 
there is probably no basis for assuming that they cannot be 
persuaded in the future that results derived by the technique 
described are not reasonable, or at least that some otnar 
results are more reasonable. 
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ABSTRACT 

MEASURES OP EPPECTIVEHESS OP ATTACK (USA) 

AUTHOR:  1/Lt Brian Smith 
Engineer Strategic Studie« Group 
Washington.. D.C. 

The MEA study, produced by the Special Weapons Division, Engineer 
Strategic Studies Group, is a prototype model of th«; US industrial end 
vocational structure as it may eraerg« after a large-scale nuclear 
attack. Residual economy and population ere analysed vis-a-vis their 
combined abilities to recover and sustain an acceptable post-attack 
level of output. The loss of certain critical skills and their inter- 
relationship to input/output requirements of the industrial sector of 
the post-attack economy are examined by the uee of a computer modal« 
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HaASUKE3 OP EFFECTIVENESS OP ATTACK 

Lt. Brian R. Smith 
Engineer Strategic Studie« Group 

Washington, D.C. 

In September of 1964, the Engineer Strategic Studies Group wee 

requested by DCSOPS to undertake a study dealing aith measuring the 

effectiveness of strategic attacks, as the current measures were con- 

sidered to be unsatisfactory. Therefore, a project en itled 'Measures 

of Effectiveness of Attack (MEA)" was begun.  Since that time, the 

basic methods developed in the MEA project have been put to use In •• 

study entitled "Post-Attack Viability of the United State« in 1975 

(PAVUS-75)»'. 

More specifically, MKA is an investigation into the problem of 

developing more meaningful measures for evaluating the effectiveness 

of strategic attacks upon a nation. The principal foci of concern are 

the post-attack postures of the industrial and demographic sectors of 

the United States. 

Measuring the effectiveness of a strategic attack Is currently 

assumed by many to be a problem of straightforward damage assessment. 

Kesults of strategic nuclear exchanges have been reported In terms of 

population casualties, destruction of manufacturing value added or the 

loss of industrial floor space. These measures have been further 

broken into sub-categories or sectors but this breakdown has not 
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identified the Attack effectiveness, because the results have all been 

based ws the principle of e^ual utility. For example, saoe population 

«-•suits have underscored the loss of certain professions or aecapat£*»». 

Kowever, no slgnifleant techniques have been developed uhich take into 

consideration the pes£-attack utility of these various classes of the 

population tetmrde the achievement of national recovery goal». 

Before a measure of effectiveness can he developed, the desirable 

attack objectives must be defined. These may consist of one or mbre 

of the following: 

1. Dosage to and denial of Industrial facilities Including 

those necessary to support military operations. 

2. Casualties and fatalities from blast, fallout, and fire. 

3. Damage to capabilities to move military forces to •*. 

theater of operations. 

4. Destruction of counterforce targets. 

Many previous studies have considered only one basic phase in 

evaluating a strategic attack—physical damage which then is related 

to the ability of the nation to recover.  Figure 1 demonstrates the 

p-.tack and recovery phases of a strategic attack.  The attack phase 

shown here is climaxed by a vertical line, at which time the total 

physical damage is determined.  The latter phase of the .analysis, in 

this example, indicates that the opponent which waa damaged most has 

in fact been able to recover at a faster rate than hi« opponent, 
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reaching a level of decisive victory at an earlier time. Although this 

earlier recovery by the defender will depend upon many segments of the 

post-attack environment rising to the task of economic recovery, the 

nature of input/output relationship within the country in question will 

be of major importance.  In other words, the country which has placed 

its manufacturing facilities close to its sources of supply will be 

placed in a more vulnerable attack position than the nation which has 

a more decentralized structure. 

There is a very important step missing in such an analysis as 

shown here: the actual transition between the damage assessment and 

the recovery phase which occurs at the point of maximum degradation. 

Physical damage to the industrial segment of the economy will net be 

a sufficient measure of the true residual assets; the additional impact 

of the loss of input (raw materials, supplies) must be considered as 

well.  That is to say, there is a Synergistic effect to be considered 

when evaluating the attack and that the true point of maximum degrada- 

tion is below the point determined by subtracting economical losses 

from pre-attack assets. This further reduction in capability may hav* 

a decided impact upon the ability of a nation to recover.  The model 

considers the translation from physical damage to recovery assets and 

determines the true point of maximum degradation.  Only when this is 

accomplished do we have a complete analysis and three points of departure 

for such a study mip^t be: 
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1.  Indicator Industry Study. Such a study would attempt to 

determine a specific industry which would experience an output correlating 

closely with that of the national economy. TJ coin a phrase, "as the 

steel industry goes, so goes the nation." 

2* Weighted Population Base Study.  Previous studies have been 

adequate in quoting the numbers of casualties, the fatalities by area, 

cause, and time.  These raw numbers, other than for their staggering 

size, have been of little value except for evaluating this adequacy or 

shortcomings of the emergency medical procedures in the event of a 

nuclear war.  It is the next step that must be addressed, that of assign- 

ing a relative utility value to the various professions and industries, 

Some measure must be developed to reflect the difference in recovery 

value to the nation among vital professions. 

3. Discrete Area Analysis Study.  The discrete area analysis 

model would involve the determination of those geographical areas 

considered essential to the stated objectives of an attack. This might 

include the identification of prescribed key industries, large urban 

centers, and important military targets. The vulnerability of these 

elements would then forve to be determined and their current and potential 

value related to the total mobilization effort. 

The MEA analysis most closely resembles the third study. 

As staged at the beginning, ESSG was asked to find a more exact 

method of determining post-nttack effectiveness of the nation. 
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before describing the model in detail, it may be worthwhile to 

point to a few problem areas in a study of this nature. 

1. The vital level of population and industrial bases cannot 

be accurately assessed. 

2. Exact emergency conditions cannot be predicted. 

3. Critical assets are not ranked in order of post-attack 

importance. 

4. Industrial recovery data is inadequate. 

5. Computable data bases are. cumbersome. 

MEA has attempted to decrease the exposure to these problems by: 

1. Using total shipments of material instead of MVA, thus 

providing an input/output relationship, and a meaningful measure of 

the actual economic value of goods and services available to Che post- 

attack environment. 

2. Incorporating "critical" economic data. 

3. Utilizing a  interindt "rial relationship. 

Figure 2 is a simplified flow chart of the information flow through» 

out the MEA analysis.  Two distinct areas of operation are included as 

the attack phase, the point at which damage levels are assessed s.s  a 

result of a particular weapon laydown and the MEA phase in which the 

damage levels are translated into meaningful urban/Industrial losses 

to the national economic posture. 

Data on weapons (HOB, CEP, yield), wind (speed and direction), 

visibility, facilities (hardness, sheltering), and anti-ballistic missile 
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defense (if desired) are entere« into a daw-age assessment routine,* the 

results of which are presented aa a measure of the fatalities due. to 

blast and fallout.  The percent damage to industrial structures is 

taken directly from the weapon blast level computed ay  the attack model; 

the damage to population is reckoned as the combined fatality rate due 

to blast plus fallout. 

The actual loss to the occupational sector of the economy is 

simply subtracted from the pre-sttack population to determine the real- 

dual labor force. This information is then used along with the indus- 

trial residual capability to determine if an imbalance exists between 

industry and labor force and if both sectors are equal to the task of 

contributing to a viable economy In  the post-attach era.  Levels of 

criticality must, of course, be established so that the residual data 

base may have a basis of comparison.  If the factors of labor and capital 

f&ll short of their minimum criteria, such pre-attack measures must be 

takan to assure survivability (namely, the stockage of vital raw mater- 

ials and machines and the pre-training of less skilled workers in 

professions that may be vital after a nuclear strike, such as first aid 

and firefighting). 

A final refinement of the post-attack data may include such 

dependencies as: 

* specifically, the Damage Assessment of Hazard (DASH) model 
developed by Che System Sciences Corporation for the use of the Office 
of Civil Defense. 

107 



1. Industry to industry (completed in MEA). 

2. Industry to population (food, clothing, medical). 

3. Population to industry (labor force). 

4. Population to population (doctors). 

A brief explanation of the method for analyzing the industrial inter- 

relationship as contained in the MEA study follovs. 

In order to utilize thi3 input-output relationship, specific input 

ia required. The input requirements for this r.*odel are the actual 

value of shipment« per industry per target area and their actual rela- 

tionship as to an overall customer/supplier standpoint. 

It would be relatively impossible to predict Lhe exact effect any 

particular industry would have upon another, and almost insuperably 

difficult, without extensive research, to predict the exact dependency 

of the industry upon the labor force and the exact relationship between 

different trades in the population base. 

The MEA analysis attempts to circumvent this situation by presenting 

three effects that any industry will undergo as a result of the attack: 

1. Immediate physical effects to Industrial production 

capability, 

2. Maximum interdependent effects, and 
l 

3. Minimum interdependent effects. 

Thus, it was stated that the immediate effects, those caused by 

the blast, are included in the program results  These give a measure 
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of the effect upon an industry due to direct damage, end ch  is ths 

system that many measures of effects studies utilise.  Certain damage 

results will have a great impact upon the industrial structure; this 

impact is given a maximum and a minimum level. 

Second, the maximum interdependent damage effects are computed. 

The theory behind this upper boundary of expected loss assumes a one- 

for-one relationship between ii put and output.  If ths motor industry 

is destroyed, then the automobile industry will not produce.  If the 

motor industry is 50 percent damaged, then the automobile induacry may 

only produce 50 percent of its volume. 

Finally, the lower limit, or the minimum interdependent damage 

effects, assumes that a firm obtains items in varying quantities ai • 

that only at a certain upper boundary will production be fully degraded. 

Looking again at the automobile industry, if the firms supplying chrome 

metal are destroyed, the automobiles may still be produced but at a 

lower cost. 

Assume a contained economy with three cities, each with four 

iruiutrial facilities as shown in Table 1. The value of each industry 

i shown in millions of dollars.  To translate values into meaningful 

numbers for computation, the total values for each industry are summed 

and divided by the total giving a percentage or ratio of industry in 

that area (Table 2). 
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City 

Total 

INDUSTRY 

A 20 10 50 80 
B 70 40 20 10 
C 10 50 30 10 

100 100 100 100 

Totals of value of shipments per industry 
($ in millions) 

Table 1 

•t 

INDUSTRY 

A .20 .10 .50 .80 
B .70 .40 .20 ,10 
C .10 .50 .30 .10 

City 

Total    1,00  1.00  1.00  1.00 

Ration of value of shipments per city 

Table 2 
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Table 3 gives the actual input/output relationships between various 

industries. Reading down column one, industry 1 requires none of its 

own output, 10 percent of 2, 10 percent of 3, and 80 percent of 4. 

Also, slace we wish to represent the maximum effect thai can take 

place, we shall create Table 4 uhidt shows thet, if any interrelation» 

ship exists, a "1" will be placed in the new m»tri'-c; if no relationship 

exists, a "0" will be placed. 

INDUSTRY 

Industry 

Actual input factors 

1 0 .8 .1 0 
2 .1 0 .8 .7 
3 .1 0 0 .1 
4 .8 .1 0 0 

Table 3 
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INDUSTRY 

1 0 1 i c 
2 1 0 1 1 
3 1 0 Ü A 

4 1 1 0 0 
Industry 

Maximum-Minimum input factors 

Table 4 

Table 5 shows the summary calculations for Industry 1 in City A, 

immediate damage Is 20 percent of Industry 1 which is contained in 

City A; maximum expected effect is the BO percent of Industry 4 which 

was damaged and now cannot supply Industry 1 on a one-for-one basis. 

The minimum effect is the actual amount of Industry A (80 percent) in 

City A times the interindustrial factor between 1 and 4 (80 percent), 

or 64 percent. 

IMMEDIATE 

20% of Industry 1 

MAXIMUM 

30% of Industry 4 is lost to Industry 1 

MINIMUM 

64% of Industry 4 

(80% in City A x 80% interindustrial iactor) 

Table 5 

Summary Calculation.«!, City A, Industry 1 %\ 
: 
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Thus, when the interindustrial factors are assessed, the probable 

damage to Industry I is see« to be considerably higher than if straight 

blast were used 

It can be seen that with two (or ©ore) interconnected industries, 

endless ''mirror images" of relationships exist.  If Industry A loses 

some fraction of its output to Industry B and Industry A is dependent 

upon Industry B for input then the "second round" loss to Industry A 

will include: 

1. The actual structural damage to sh#  plant and equipment 

of Industry A, 

2. The loss of input to Industry A as a result of the physical 

damage to Industry B, upcn which Industry A depends for supplies. 

3. The increased loss of input to Industry A as a direct 

result of Industry B not reaching the theoretical limit of its degrade«! 

capacity because it did not receive the full quota f""»m Industry A. 

This cycling process can continue indefinitely.   .tually, the 

interindustry model considers three Iterations as sufficient to establish 

a point of convergence within the industrial relationships which exist. 

The national industrial loaa as a result of direct damageand the 

added effect of the interindustrial input loss rcay be graphically shown. 

Figure 3 is an example of the cumulative effects of direct and input 

effects as the number of counties increase; this graph represents 

sample data xor the crude petroleum and natural g&a industry. The lower 
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line represent a the ;>arceatage of the total national petroleum and 

natural gas as contained within the 272 largest countries; the upper 

line is the combined effect of both the industrial facility itself plus 

the input of supplies and material necessary to produce the final 

product.  The distance between the upper and lowar curves shows the 

additional percentage loss which must be considered in assessing reco- 

very capability post-attack. 

Figure 3 demonstrates the additional effect of the input/output 

structure for the crude petroleum and natural gas industry (taken a* 

an example).  If the 100 largest cities (composed of the 272 largest 

counties) were destroyed; then the loss to this industry as a result 

of direct physical d»*Bage would be approximately 38 percent of Its 

pre-ettack capability. With the damage to suppliers, however, the 

Industry would have a 52 percent capacity available (100 percent minus 

48 percent). 

When the 78 industries used in the study are classified according 

to their interdependence upon inputs from other segments of the economy, 

these dependencies show various levels which may be listed as high, 

high moderate, moderate, low moderate, and low.  In general, as the 

degree of input dependency decreases, the concentration within the 

large cities increases. Figure 4 is a scatter diagram of these two 

variables plotted against each other.  The "least squares" aquation 

which describes this diagram is 
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y » 0.28 - Ö.23x 

where y is the degree of input dependency and 

K is  the percent of industry located within the 100 largest 
cities 

and this equation has a coefficient of eoirselation of -0.41 for the 

pertinent data.  If the general case holds that the independent industries 

are located downtown (thus being in a more vulnerable position because 

of the destruction potential of an urban/industrial target) there rauet 

exist some "Achilles' heel" industry cr industries.  Such industries 

would be defined as those vital to the recovery of the nation which 

would at the same time suffer high losses as a result of being in geogra- 

phically vulnerable locations. It might be assumed that an industry 

requiring a high degree of input (chemicals, primary iron and steel, 

crude petroleum) would not suffer e loss as hwavy as an independent 

industry sincr the changes of all input being severed ;KRsld be low. 

From an examination of the study data- it wa» noted that machine shop 

products, glass and glass products» transportation equipment, farm machi- 

nery and equipment; scientific and controlling instruments, and the 

optical industries are highly vulnerable to crippling losses in a 

large-scale attack &a well as being vital to a viable economy. Also 

the motor vehicle and the aircraft industries, although not classified 

as independent, would be suspect to scrutiny due to their concentration 

in the urbanised areaa. 
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In our present analysis of the 1975 data base fo. 272 counties 

and 78 industries, the county/industry matrix consists of 21,294 data 

points whereas the two interindustrial tables occupy a combined cor« 

space of 13,136 locations.  Earlier feasibility studies were run on an 

IBH 7090, but it was soon discovered that with the accessary space for 

the program, the loader, and the buffer storage, size limitations would 

predicate the use of the 65K core size of the CDC 3600.  The routine 

which handlas the leas to t!;a occupational work force is small enough 

for a 16K MH 800.  The results of the industrial damage program may be 

run for each target area which takes approximately 10 minutes of CDC 

3600 time and 2 hours of printer time. 

In order that the 272 counties considered in the PAVUS-75 study 

may be ranked in some order of significance, a measure which weighs the 

effects of industry and population contained within the counties must 

be developed. Any measure which may be used will be suspect since a 

"dollar-to-man" equivalent is impossible.* A singular tabulation of 

industry would ignore the effect of population, and vice versa. In 

general, however, fhe population does center itself around the large 

industrial cities.  (Queens, New York, and Kings, New York are examples 

of counties with no industry but together containing 2 percent of the 

national population.) The program's target list weighs the 272 counties 

* An exception is the case of certain unique industries (e.g., 
construction) where the output of both men and machines may be averaged 
on a time equivalent, compared, and related to a dollar equivalent. 

I 
»I 
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by population and industry.  The valuas represent the fraction of popu- 

lation, the fraction of industry (including a measure of the interindus- 

trial relationships which exist), and a  combined fractional weighting 

on a one-for-one basis by percentage. 

Now that the targets have been ordered, it is possible to see just 

how much industry and population is contained in the counties when 

grouped together.  Table 6 shows seme of the sample calculations for 

the five largest counties according to the previously described weighting. 

The column marked "Overall Weighting" is simply the sum of ths two 

preceeding columns totaled for all 272 areas and expressed as a percent 

cf that total.  Roughly, these overall weighting values may b<s M*«d to 

express relative "worths" of geographic areas when compared to the 

national picture and tc each other. 

SAMPLE TARGET AREAS 

Rank Ord er    sad §tats> 
Fraction of 
Industry 

Fraction of 
Population 

Overall 
Weighting 

> I«üs ÄKgai^s, Csl .03773 .04718 .04438 

2 Cook, 111 (Chicago) „cn?55 .02593 .02343 

3 Milwaukee, Wis .03272 .00330 .01346 

4 New York, NY 
(Manhattan) 

.03167 ,00550 .01329 

5 Cuyahoga, Ohio 
(Cleveland) 

.01341 00842 .00990 

Table 6 



With :he weighting system being used, it is an easy task to accwau* 

late the percentages of population and industry,  Figure S if a graph ol 

the cumulative percentages values of both industry and population 

plotted against the number of counties arranb„. ,. in descending order of 

overall weighting.  If it is desirable to know what number of counties 

must be totally destroyed to leave the United States &t  levels of 50 

percent of its pre-attack population or industry for example, th« 

values of 52 and 12 2 counties may be read, respectively. 

There are many steps of refinement that may be undertaken to 

improve the basic philosophies of the MEA study since the work don* ßß 

far has been of a probing nature in an attempt to come up with a work- 

ing methodology. One step in the refinement process would bt:  a rn&her 

simple form of expansion or model refinement; I.e., the data base 

expanded to include more target areas. 

Further refinement to the study could introduce such factors as 

transportation, the time delay r  3sary to supply industries with 

critical materials; communication networks wh'?h were destroyed in the 

attack; the loss to utilities and the inherent time to bring these 

facilities back on the line; sad the pre-attack capacities of the 

industries which would measure what maximum output constraints would 

bound the upper ii«ii- of production. 

Secondary obtactlve* at «xpanslor, and refinement might be the 

development of grading factors which would identify the individual 

- 
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COST-EFFECTIVENESS TECHNIQUES FOR A 
THEATER ARM? COM>IUNJ.CATIONS SYSTEM 

Dr. Richard L. Crawford 
Combined Arms Research Office 

Booz, Allen Applied Research Inc. 
Fort Leavenworth, Kansas 

Cognizant Agency: U.S. Army Combat Developments Comn&nd 

Introduction 

The design of a Theater Army Communications System is to be based 
upon minimum essential communications requirements. The requirement); 
are t - be satisfied using a minimum cost communications system. This 
paper describes the cost-effectiveness techniques that were developed 
for the design of the Theater Army Communications System (TACS-70). 

A minimum cost communications system can be '„signed based upon 
the Charme, requirements developed from the user requirements. However, 
it is important that various significant factors which serve to defire 
the system's cost and performance be properly considered in designing 
a "minimum cost" communications system. In addition, it should be 
emphasized that a cost-effectiveness analysis is not a decision process, 
but is an aid to the communications system designer. The analysis seeks 
to quantify what can be logically calculated so that the decision maker 
knows the extent to which intuitive judgment must he used in making a 
decision. In the areas of intuitive judgment, the decision maker must 
assign weights to such effectiveness factors as survivability, electro- 
magnetic compatibility, electronic countermeasures sensitivity and excess 
channel requirements. All these factors are influenced by the threat 
situation. Thus, a minimum cost communications system implies that cost- 
effectiveness techniques have been applied and that the system is the 
least expensive »or the desired degree of effectiveness. 

The cost-effectiveness relationships developed for the TACS-70 
system dealt directly with the following cost-effectiveneBs factors: 
dollar cost of the equipment (initial and operational), channel capa- 
city of the links, range coverage, survivability and switching. The 
electromagnetic compatabllity and electronic countermeaEures sensitivity 
of the various equipment were evaluated separately and are not included 
as effectiveness measures in this paper. These factors influence the 
choice of equipment for a particular link and would show up in the costs 
of the links. 
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Since a large number of parameters affect both cost and effective- 
ness, and all possible permutations of the parameters would give a very- 
large number of theoretically p^ss^ble solutions, it was necessary to 
follow the following ground rules: 

. Only equipment and cost data included in the TACS-70 equip- 
ment list were considered. 

. The quality of the system was maintained. 

. Equipment tnat is normally organic to a theater UMt, other 
than signal, was not considered. 

. Mobility end installation time were not considered since all 
the equipment xs truck-mounted and has comparable mobility. 

. All transmission ranges used were the average given in the 
equijraent list. 

. The impact on effectiveness of fade-outs, noise bursts, and 
temporary loss of signal was not considered. 

. On all equipment, the maximum channel capacity was used. 

Cost-Effectiveness of the Links 

In the TACOM ' (tactical communications ßtudy) list of equipment, 
there are 21 different combinations of basic equipment to form terminals 
or relays. This list did not necessarily apply to the TACS-70 study and 
new configurations were assembled to reduce costs or to satisfy new opera- 
tional requirements. 

The first step in the analysis was to define the equipment that 
would be used. Curves similar to the one shown in Figure 1 on multiplex 
equipment were developed for radio-relay terminals, radio relays, wire 
terminals and tropospherlc scatter terminals. These curves included 
Standard-A and levelopmental equipment that would be available in the 
time frame of the study. Gaps in the channel coverage were filled by 
configuring new terminals or relays from the basic radios and multiplex 
equipment. 

A communications network is described in terms of network nodes 
(major network transmission centers) and links (the communication means 
between nodes). A cost-effectiveness analysis of the lir/ks determines 
the least costly way to provide a given channel capacity between nodes. 

The effects of the distance parameter upon the three competitive 
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means of communication are shown in Figure 2. Figure 2 shows the cost- 
distance curves for twelve channels. Similar curves were drawn for 2k, 
k8  and 96 channel capacity equipment. The cost of zero miles is the cost 
of two terminals. The stepwise jumps for Radrel (radio-relay) are the 
costs for relay stations (procurement cost only). The gradual rise for 
Wire is due to the cost of the wire and pulse restorers. The jump every 
forty miles is the cost of the AN/TCC-64, the PCM pulse repeater station. 
The jumps in the Tropo (tropospheric-scatter) curves occur at the maximum 
distance the Tropo terminals can be separated and represent the cost of 
two more terminals to be used as relays. 

The four sets of cost-distance curves were then usad to develop 
the cost-effectiveness curves as shown in Figure 3. For each link 
distance, in ten mile steps, there is a separate curve. These curves 
show the minimum cost for each channel capacity, in twelve channel 
jumps, for the three competitive systems. As a tool for the network 
designers, these curves show the cost differentials between different 
channel capacities. For example, at a fifty-mile separation, it would 
cost only $4,000 more to go from 2k  channels to k&  channels, while it 
would coat $150,000 to step up to 60 channels from k8,  at an eighty- 
mile separation. 

Figure k  converts the cost-effectiveness curves into bar graphs 
to indicate which of the three communication means is the least costly 
for a given node separation and channel capacity. The slanting lines 
indicate a region of approximately equal cost between the two means on 
either side of the line. The cross-hatched areas indicate that the next 
greater channel capacity is less costly at these ranges than any of the 
three communication means at this channel capacity. 

The results so far have only considered acquisition costs. Figure 
5 shows how the cost increase per year per relay station that is added 
to the link. These costs are the operational and maintenance (0&M) costs 
of the relay equipment and personnel. If the system designer wants to 
include the 03M costs, he decides on the time period for assigning 
these costs and includes them in the cost-distance curves. The OSM costs 
of the terminals do not affect the slope of the curves. However, they 
do affect the crossover points (the point of equal cost) of the compet- 
ing systems and must be included. The cost-effectiveness curves and the 
bar graphs that are drawn from the cost-distance curves that include OSM 
costs show that, with increased time, the Tropo system becomes more 
desirable, especially with link distances greater than forty miles. 

Cost-Effectiveness of the System 

The next step in the design of a communications system was to 
construct a complete network based upon the cost-effectiveness curves 
that were developed for the links. The network must satisfy the user 
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communications requirements (UCR) of the Theater Army. To satisfy the 
UCR, a common model was defined. The model proposed was based upon the 
theater operations associated with twelve division three corps force 
configurations. To further define the model, the number of nodes oust 
be specified. The number used for concept comparison was thirty. The 
placement of the n<  s is flexible and, to satisfy the needs of the 
users, they can be placed anywhere within the boundaries of the Theater 
at the discretion of the network designer. 

The optimal network configuration is strongly dependent upon the 
flow of traffic. This dependence will show up in the survivability 
index, the redundance required, the number of channels per link and 
the average time required to complete a call. 

A wide variety of networks can be constructed between a set of 
given nodes. However, they all factor into two components: centralized 
(or star) and distributed (or grid or mesh). The centralized network 
is obviously vulnerable, since destruction of a single central node 
destroys communication between the end stations. In practice, a mix- 
ture of star and mesh component? is used to form communication networks. 

Six different distributed network concepts were proposed using 
the thirty nodes in the model. The concepts are shown in Figure 6 
to 11. The six networks differ in redundancy and topology. The varia- 
tions were chosen to compare the effects of redundancy and topology 
on survivability and switching effectiveness. Redundancy of links 
is defined as the number of links used minus the minimum number nec- 
essary to join every node in a network. Thus, redundancy is given by: 

R = b - (n-1) (1) 

where b is the number of links used and n is the number of nodes in 
the network, The redundancy of each concept is shown in the figures. 

Concept 1, Figure 6, is the area system proposed by the TAACS 
study. 3 I    Concept 2, Figure 7> is an area system with a redundancy 
of 35- Concept 3» Figure 8, has the same node location as Concept 2, 
but with a smaller redundancy and different link connections. Con- 
cept kt  Figure 9, is similar to Concept 1, but with a smaller redund- 
ancy. Concept 5, Figure 10, is an adaptive concept. The adaptive 
principle uses two links in the central path to connect each node. 
If one of the central nodes is destroyed, then the two adjacent central 
nodes could establish new links with the nodes opposite the destroyed 
node in the out»r paths. The new links are created at the discretion 
of the signal control officer who is cognizant of the network status 
after a raid. The reason for dual links in the central path was that 
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the range of Tropo systems is dependent upon channel capacity. The 
smaller capacity system has a greater range and, hence, could estab- 
lish a diagonal li/Ji. The other concepts could also use the adaptive 
principle« However, only Concept 5 used the adaptive principle to 
illustrate the advantages of responsive signal control action. Con- 
cept 6, figure llj was designed to serve large population centers in 
a typical theater area with long direct links. 

A criterion of eurvivability is necessary to a consideration of 
the synthesis of a communication network which allows communication 
after partial destruction. This criterion, or index of survivability, 
can he used to determine which of the concepts proposed has the max- 
imum survivability in case one or more of the nodes or links are 
destroyed. Baran k / suggests the ratio: 

T   =   Largest number of nodes in one group after destruction  /„\ 
1  ~   Number of nodes connected together before destruction   * ' 

as the index of survivability. Deo -2-'proposes the following ratiot 

I  = Number at pairs of nodes remaining connected after destruction /?\ 
2    Number of pairs of nodes in connection before destruction ""* 

The first index, 1^, is a mecsurf; of the ability of the surviving nodes 
to operate together as a coherent entity after destruction. This means 
that small groups of nodes isolated from the single largest group are 
considered to be ineffective. Deo's measure acknowledges meaningful 
communication between the nodes in the small groups after destruction. 

Neither of these indexes are adequate. A true measure of sur- 
vivability should take into acpount the traffic flow in a network. 
Just because the i"* node is connected to the J  does not mean that 
a relevant message between the two can be sent. The connection may 
have been established as forward flow route. A relevant message is 
one addressed to the jtn node for action and not one addressed to the 
jtn node for further flow by an alternate means. The index of surviv- 
ability used is the ratio: 

I = Number of messages reaching their destination after destruction  ,, x 
Number of messages reaching their destination before destruction ' ' 

Figure 12 shows the survivability curves of the six concepts. 
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The curves were obtained by a Monte-Carlo simulation of node destruc- 
tion. The traffic flow for this simulation was generated from what 
is expected in the theater. The survivability index, eq. (k)t  was 
calculated from n-de destruction in ten percent steps for each con- 
cept. For each step, the Monte-Carlo simulation randomly determined, 
the nodes destroyed. The survivability index was taken as the average 
of ten trials. The curves shown in Figure 12 are the best fit to the 
plotted data. To quantify survivability, a figure called the percent 
of beet possible survivability was obtained for each curve. The best 
possible line is for a network with maximum redundancy. A network 
with maximum redundancy has every node connected to every other node. 
The curves are integrated and the integrals are then compared with 
the integral of the best possible survivability line in an arbitrary 
assessment of "expected" survivability. The critical point is between 
thirty to forty percent node destruction. With the exception of Con- 
cept 5, the higher the redundancy, the greater the survivability. 
Concepts 2, 3 and 5» in addition to having greater redundancy, benefit 
due to their shapes. The nine by three matrix shape of Concepts 1 
and h  is easier to cut than the six by five matrix shape of Concepts 
2, 3 and 5. 

The technique for determining survivability can be adapted to 
computer analysis using the traffic flow that is generated from the 
user communication requirements data. 

The Theater Army has perhaps 150,000 to 200,000 men deployed 
throughout an area of 55,000 square miles. By necessity, a highly 
complex communications network is required, covering the entire area 
and serving all users, in which a user can be switched to any other 
user and connected via the communications channels constituting the 
network. Therefore, a large number of switching requirements exist 
in the Theater Army.. This switching, at the present time, is accom- 
plished by manually operated switchboards. The Army's experience with 
manual operation parallels that of the commercial telephone companies; 
i.e., operators are expensive, have limited efficiency and often can- 
not provide the speed of service required. It is assumed that an 
operator can handle a local call in about fifteen seconds. Long- 
distance calls, however, present a serious problem, because the 
originating operator must stay with a call through three to five 
intermediate switchboards until the desired subscriber is connected. 
The operator holding time then is increased to about 75 seconds per 
call. Therefore, any network concept that can decrease the nunber of 
intermediate switches in a long-distance call will increase the ef- 
fectiveness of the communications system. 

Switching effectiveness of the network concepts can be evaluated 
from a smooth curve drawn through a histogram of the number of links 
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required to complete the total daily number of long-distance call in 
the theater. Figure ljj uhows the curves of only one node, the center 
Field Army access point, with an idealized traffic flow of one message 
to each of the other 29 nodes. This assumption was baaed on a parallel 
computer simulation study g / which showed that the total theater 
traffic tends to be uniformly distributed over the theater area. The 
histogram for the complete network can be obtained from the computer 
program that was developed. In order to determine the distribution of 
traffic, the program only complies that traffic which has passed over 
N or fewer links. Thus, by performing program runs with increasing 
values of N and subtracting the previous N-l run, the amount of traffic 
that has passed over N links can be obtained. As shown in Figure 13, 
the mean number of links to reach all nodes is 3.^ for Concepts 2, 3 
and 5, 5.33 for Concepts 1 and k,  2.85 for Concept 6. An average of 
two more intermediate switches is then required for a long-distance 
call in Concepts 1 and k. 

There are approximately 12,000 long-distance calls per hour in 
the busy hours. If there was an average reduction of two intermediate 
switches, thirty seconds per call could be saved for a total savings 
of 360,000 seconds or 6,000 call minutes. This savings in call minutes 
would mean that the total number of operators throughout the network 
could be reduced and the average speed of service would be faster by 
thirty seconds. Decreasing the intermediate switching also reduced 
operator release time. Under heavy operator load conditions, the 
release time is approximately fifteen seconds. If two intermediate 
switches are saved, there is a total savings of one minute per long- 
distance call. Thus, during the busy hour, there is a savings of 
12,000 call minutes in Concepts 2, 3 and 5 over Concepts 1 and k. 
This savings in call-minutes will mean the trunk groups in Concepts 
1 and k must be engineered for considerably greater capacity than is 
required to handle the actual traffic. Speed of service is the measure 
of effectiveness and the extra capacity and operators required will 
show up in the cost of the system. 

The simulation study ' computer program develops the minimum 
number of channels required for each link from the CCR data for each 
concept. Then after all design parameters are considered for a net- 
work, the designer refers to the cost-effectiveness curves for links 
and selects the type and channel capacity for each link. The links 
are defined by type, distance, channel capacity, relays required and 
cost. The total cost and manpower required are summed for each con- 
cept. 

Figure Ik  shows the cost-effectiveness curve of the coumunica- 
tions system with survivability used as a measure of effectiveness. 
The curve is drawn through the points of decision. Concepts 6 and 
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2 are above the curve. They are ruled out because there is a concept 
that is less expensive and more effective. The costs calculated for 
these concepts were based upon a preliminary assignment of channel 
capacity to the links and node location. 

Figure 15 shows the cost-effectiveness curve with operational 
and maintenance costs for one year. In this case, the decision curve 
does not include Concept 3, because the increased O&M costs make it 
more expensive and less effective than Concept 5. Concept 3 has more 
relays and consequently more men than Concept 5. 

Conclusions 

The cost-effectiveness techniques that were presented emphasize 
the importance of the system designer assigning relative weights to 
the parameters that affect cost and effectiveness. The designer must 
make a decision on the following trade-off factors: 

. The degree of survivabilityyredundancy. 

, Switching effectiveness. 

. The amount of time to assign O&M costs. 

. The grade of service by excess channel allocations. 
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A MODEL FOR DETERMINING mRGET LOCATION ACCURACY REQUIREMENTS 

by 

Mr. Oil« S. Spears 
U. S. Army Combat Developments Camml 

Artillery Agency 
Fort Sill, Oklah :* 

1. E80BLEM: lb develop a methodology for determining the accuracy 
requirejüents of tart<efc acquit „ion systems. 

Background remark: An important problem in weapon systems analysis 
is to determine the accuracy requirements of target acquisition equipment, 
numerous models exist for overall weapons evaluation, but the target location 
accuracy requirements axe usually assumed or estimated fron cursory methods 
of approximation. With the prominence which target acquisition has recently 
»tjsisaed, emphasis on methods for determining accuracy requirements is timely. 
In fact, the accuracy iequirements may become determining factors in selec- 
tion uf a target acquisition system from a sat of competitive proposed bysteas. 

2. DEFINITION OF TERMS: Certain terms peculiar to this study, or to 
this study are«, are defined below: 

a- Effects Pattern: The average area within which damage to enemy 
targets can occur as a result of exploding missiles or cannon volleys. In 
the current study, only fragmenting projectiles are considered, and the 
effects patterns are assumed to be circular. 

b. System Error: A measure of the distribution of effects pattern 
centers around the mean] usually expressed as a provable error or circular 
probable error. 

c. Target: A specified enemy unit, installation, or area which 
is to be engaged. In this study, targets are assumed to be circular. 
This is for convenience, not necessity. 

d. Coverage; The area ccreson to the target and the effects pattern. 
This is sometimes referred to as "target coverage," or "area of coverage." 
The concept is illustrated by Figure 1. In the figure, the shaded area "a" 
represents the coverage. The ratio of "a" to the area of the target is 
called "fractional cov«rage of the target." 

e. Effects: The fraction of casualties or fraction of damage on 
a given target? or wrStbi- an effects pattern. 
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f. fothal Area: A measure of casualty potential associated 
with a projectile bu ting on or over a specified target. It (lethal 
urea) is essentially the integral of a profe&bility-af«ea*Malty function, 
computed la the pl&ae. 

g. garget location Error:    Distaste« between a specified point 
within a target (usually the target center) and the supposed location 
developed fir» tsrget acquisition Information. This is a "systematic", 
or "bias*', error for a given battlefield aission, at least when multiple 
volleys or aissiles are fired at the supposed location. 

3. ASSIM^IOSS: 

a. All targets* are circular. 

b. All error distributions are circular "aoraal." 

c. Effects patterns are circular, and the average casualty or 
daaage level within each is uniform. 

d. Horizontal coapoaents of vertical (fuzing) errors combine 
with horizontal systsa errors to fora total (horizontal) systssM errors. 

The assuaptioas listed above are for convent ace. They are not necessary 
aoaditioas for the basic theory, as will be seen below. 

ät.  SCQFS ARB APPROACH: ( 

a. This study encoapasses a method of deterainlng target location 
accuracy requirements when other coaponents of the weapon system are speci- 
fied. Sie method is primarily developed for surface-to-surfece artillery 
weapons, but is adaptable to other systems. The component errors asstsasd 
to be specified are as follows: 

alssile). 
(1) The delivery system (e.g., a division general support 

(2) Survey. 

(3) Meteorological, errors. 

b. Furthermore, the method ie directed primarily at noanueleer 
tactical situations, where the target acquisition problem is often acute. 
The procedures, however, ran be adapted to nuclear weapons employed. 

VI 



■:...    With specified circular effect« patterns, along with other 
factors mentioned above such as target size and accuracy, oae may study 
changes in single volley target coverage as the target location error change«. 
"Fractional coverage" is the fraction of targut covered by the circular 
effects pattern. Thus, it is possible to study variation in the effective- 
ness of a weapon unit by observing the change in the fractional coverage 
associated with a target location error, without actually ct \culating the 
effectiveness. Moreover, it has been found that^ for certain important 
cases, effectivgftgaa realized with multi-volley or multi-warhead missions 
is directly proportional to single-volley fraction of coverage. This 
principle is very important, for it simplifies an intricate matter. 

d. So, the change in effectiveness of a weapon system may be 
studied with respect to a simple quantity associated with the target loca- 
tion error: target coverage. Certain implications of these changes in 
effectiveness are relevant to the question of when reduced effectiveness 
becomes significant. Generally, reduced effectiveness becomes significant 
when the probability of accomplishing a mission xo critically reduced from 
what it is when perfect target location is assumed. 

e. For the present study, accomplishment of a mission is synonymous 
with defeat of an eneary target; but this does not aecessarily imply an 
arbitrary damage level an a defeat criterion. Rsfeat of a target is assumed 
to occur when the enemy unit under fire "breaks"; that is, bacanes Ineffec- 
tive. Damage levels are associated with corresponding probabilities that 
enemy units will break, or become disrupted for given time periods. There- 
fore, no specific defeat criterion (such as 30$ casuAlties) is used. For 
example, an enemy unit dug in is not as likely to become ineffective vita a 
given casualty level as as unprotected unit in the assault. At least, such 
is the indication of available data us«d. A portrayal of average casualty 
levels and associated probabilities that enemy units will break is shown by 
Figure 2. Actually, there is no knows analytical method for calculating 
the exact level of damage required to defeat a target. As casualties mount,, 
however, a critical level may be attained after which the affected unit 
is no longer able to accomplish its mission, This critical casualty level 
is based OB unit casualties and materiel losses. There are also other less 
tangible factors such as troop experience, esprit, morals, and lea&arshlp. 
As shewn by Figure 2, available data indicate that a 30$ casualty level 
will usually so disrupt and disorganise as attacking unit as to make it 
ineffective for a considerable period of time. The question of the accuracy 
of such data, however, is not a consideration ia the present study. Ihera 
is a further discussion of this matter la Bsfereace 2. 
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f. Ift BwsB&ry,  since coverage is directly proportional to effec- 
tiveness (damage level), reduction In single-volley coverage ig associated 
with a corresponding reduction in effectiveness. In turn, tMß reduction 
is associated with a corresponding reduction in the probability of defeat, 
thus, a fairly staple and Important relationship is established between 
increasing target location errors and decreasing probabilities of accompllsh- 
lng a mission. The increasing target location errors are first associated 
with decreasing single volley coverage, in order to complete fes association 
with probability of defeat. Examples of the correspondence between reduced 
single volley coverage and reduced probability of defeat are shown in Figure 
3« Inforaation on the vertical axis (probability of accomplishing the mis- 
sion) is based or. Figure 2. The curves shown are based on different assump- 
tions regarding the type of target. Furthermore, these particular curves 
are based on e<;ual percentage reductions in effectiveness and single-volley 
coverage, and they show that reductions of the order of lOjt are significant., 

5. AHALTKCAL METHODOLOGE: 

a. Kie lethal area of a weapon is a measure of casualty (damage) 
potential, usually measured for individual warheads or cannon rounds, let 
g (x, y) denote the probability that a target centered at the point (x, y) 
will be a casualty from a fragmentation projectile which bursts at the 
origin (0,0). The symbol Aj, usually represents the lethal area. Then: 

*L * g (x, y) dx dy (1) 

Thus lathal area is not a specific geometric configuration, but rather a 
"suua&tion" of casualty potential. This quantity, however, by the nature 
of equation (l) is expressed in terms of square units, such as square 
meters. Its magnitude Is a function of the fragmentation pattern öf the 
projectile, as well as the shielding factors applicable to the target 
(e.g., personnel standing, or personnel prone). Therefore, lethal areas 
are specified with respect to the "hardness," or shielding of the target. 
She quantity A^, usually expressed in square meters, could theoretically 
have any aon-negative value. 

b. übe fundamental unit of firepower considered In this study 
is the battery volley, or single missile. Lat Ap be the area of the 
effects pattern. Then, the measure of effectiveness (f) within the unit 
pattern ia as follows: 

f - 1 - e *P (2) 
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The quantity N is the number of projectiles in the volley. Hiis 1B the 
so-called "cookie cutter" concept. Implicitly, the quantity AL is treated 
hore as a "solid area." Biis approxination results in no significant 
error when the wlue of A^ is small comp».red to the area of the effects 
pattern. 

c. Let the total System error be denoted by CEPa, and each com- 
ponent CEP be represented by E^, where i designates the i-th component. 
Then, 

The target size,the quantity f, the effects pattern size, and CKPS determine 
the effectiveness, or fraction of damage. She fractional coverage associated 
with a given probability is then calculated analytically, or read fro» 
P(f) nomographs. (See Reference k.)    When read from nomographs, the determin- 
ing numbers are the following ratios: Rp/% and CEP/Rm. R_ and Rm are the 
radii of the effects pattern and the target, respectively. Than, for a 
fractional coverage C, the fraction of casualties F is, 

P =» fC (k) 

Biua, F is directly proportional to coverage for a fixed f. A fixed f 
within each effects pattern has been assumed (paragraph 3c). Equation k, 
however, is for one volley only. 

d. Hext, a few more important quantities and their symbols are: 
Area of the target, A™; fraction of casualties, or damage, F; the area of 
the effects pattern, Ap; the area cannon to the target and the effects 
pattern, a; the lethal area of the i-th projectile or warhead, AJ^J average 
fractional coverage of the effects pattern by the target, C; average fraction- 
al coverage of the target by the effects pattern C*. Uhus, the fractional 
coverage C is, 

Likewise, 

5 (5) 

I- (g) Am 

Figure 1 shows a representation of the target circle, the effects pattern, 
and the overlap area a. 

e. Vhen a series of projectiles or missiles is fired at a target, 
a measvre of fie total firepower ia T^Aj^. Even if all projectiles 
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fired are of the same type or caliber, the lethal area may be different 
for different projectiles (or missiles), because the target condition my 
change; e.g., personnel may change from a standing to a prone posture. 
A measure of the average fraction of the firepower which hit« the targst 
is CTAi^. Ihen, the effectiveness P is, 

- C 
P - 1 - e 

** (7) 

Sow, let, 

Also, let, 

Iherefore, 

Prom (7) - (10), inclusive, 

i-P'*- IS. 5' **" *2* <8> AT 

*3 a kl *2 (9) 

ife k3 = *lf do) 

Equation (ll) exhibits tts effectiveness F in terms of the following 
important quntities;    She portion of the target that is covered by the 
effect» pattern (C), and the ratio of the total firepower to the effects 
patter« (isx). / 

f.    As already explained, the essential principle of this method 
rests on the possibility of staking inferences about reduced effectives "JS 
from easily determined single-volley coverage of the target.    In other 
words, the principle is that 

iF«^ (i2) 

where K is either a proportionality constant, or a parameter. From equation 
(ll), the principle is, 
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Hhis means that. 

K = Li~ere- (U) 
C»k3e"C k3 

For the particular case where K ■ 1, 

e"C'k3 (Ckg + 1) - 1. (15) 

Two facts  are immediately evident from (l4) and (15). Ete first is 
that K ie not constant, but that It changes slowly for considerable changes 
in fractional values of C* and la.    Secondly, it iß also obvious that, 
for certain Intervals, equation (I5) Is correct to a high degree of approxi- 
mation. Figure 3 shoes that changes in C of 10$ are serious under condi- 
tions of equation (15)• 

Table 1 shows hat K is relatively stable for such changes In C*, 
regardless of whether condition (15) holds. The  upper portion of the 
table includes a total range typical of ordinary non-nuclear systems. She 
bottom portion includes certain extreme values, such as ks * 1.00. 

TABLE I 

TflB SUABILITY OF K UNDER REDUCTICira IH C 

c k3 

Off 
0.10 

C &^ 

0.650 
0.045 

e"c,k3 l-e"C'k3 
1. x => — 
c 

roil 
1.02 

«-c,*3 
'k^ts 

0.50 
0.45 

0:951 
0.956 

Ö.Ö49 
0.01*4 

0.50 
0.1*5 
0.1*3 

0.20 
0.20 
0.20 

0.100 
0.090 
0.086 

O.905 
0.914 
0.917 

0.095 
0.066 
0.083 

1.05 
104 
1.05 

0.75 
0.64 

0.50 
0.50 

0.375 
0.320 

0.691 
0.726 

0.309 
0,274 

1.19 
1.18 

0.70 
0.60 

0.50 
0.50 

0.350 
0.300 

O.705 
0.7^1 

0.295 
0.259 

1.19 
1.16 

0.70 
0.63 

l.oo 
l.oo 

0.700 
0.630 

0.1*97 
0.533 

0.503 
0.467 

1.45 
1-39 

g. Finally, a simulation study wa« performed, for certain cannon 
uaits, to check Table 1. Multiple volleys (from 2 to 5) were used. 
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Coverage and effectiveness were measured empirically.    Changes In C and 
F «ere then measured.    Similar computations were then made from equation 
(11) and the data in 3kble 1.    Essentially, the entire exercise, including 
the simulation based on experimental firing data, was to compare the 
predicted and empirical values of    AC'/C and     &?/¥■    Results ere shown 
in Figure k,    3he two sets of values enow almost perfect agreement.    It is 
emphasized that these results are based largely on typical values of C 
and ko.    For example, single«volley coverage (C) of more than JOjt of a 
target would be an excellent achievement in most battlefield situations. 

6. CQWCLUB10N: Changes in single-volley coverage of a target by » 
weapon effects pattern (a quantity relatively easy to determine) can be 
used as a basis for determining critical reductions in ggj£ctjyenesg of 
multi-volley fire (a quantity difficult to determine accurately).~" 
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USING OPERATIONS RESEARCH TO EXPLORE DESIGN CONCEPTS FOR A NEW UNIT RECORD 

BY 

Mr. Donald D. Curry Mr. Donald F. Blumberg 
Electronic Engineer Manager, Operations Research and 
U. S. Army Electronics Command Long Range Planning Department 

TECHREP Division, Philco Corp. 

ABSTRACT 

Operations Research was used to determine a Unit Record specifica4iou 
which is designed to meet present and future military user requirements and 
overcome the inherent deficiencies of the present unit record system, the 
punch paper card. The new Unit Record has inherent to It higher data density, 
provision for imaging, and authentication, all with utmost flexibility for 
any application alon0 with maximum consideration for human handling of the 
Unit Record medium. 

I   THE UNIT RECORD PROBLEM 

The rapid expansion of military and commercial data processing main- 
tains a constant demand for continuous improvement of computer systems and 
input/output equipment. This demand lias been met jn recent years with 
faster nd improved circuits, core, and film memories, disks, tapes, drums, 
etc. In unit record punched card systems, however, little haa been ac- 
complished to meet the requirements of the newer and faster computer sys- 
tems, less has been accomplished for militarized, low power, weight end 
size unit record devices and no economical solution has yet been offered 
to solve the problem of militarized unit record materials. 

As a clarifying point, a unit record is defined as a separable document 
which contains information about one item and is both man and machine read- 
able. Separable document is taken to mean a Ucument that can be removed 
from and put back into the same file containing other similar documents. 

For many years now it has become increa?,. \gly apparent that there iö 
a major discrepancy between the efficiency ox unit records as the input/ 
output functional or source documents, and the efficiency arid use of a high 
speed central data processor. 
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One form of t^ese source data documents is the punched card. This 
punched card is one of the most important man-machine interfaces in today's 
information processing systems, but this punched card as an input for 
Automatic Data Processing Systems is becoming obsolete. These cards are 
reachizig the limit of their performance capabilities. Some of these limi- 
tations are: 

1. Punched cards do not satisfactorily handle T.ulti-media. Di- 
verse forms of data such as digital, man-readable a/n characters, pictorial, 
and signature validation can not be met by present unit record methods. 

d.    There is the inherent limitation of low information density 
on the present unit record. Many applications have unit record? processirg 
several kindred characters, thus demanding meny trailer cards fur each unit 
record. As the Army's information processing is automated even more- in the 
future, more and mo:  trailer cards will be demanded for unit record storage 
because automated system procedures demand more data. 

3. 'The present unit record requires expensive, cumbersome, and 
unreliable equipment for input/output of data. 

4. This present equipment operates at a speed not compatible with 
modern machine processing speeds. The present unit record speed is consider- 
ably slower than the speed of a modern data processor. 

5« And finally, the present unit record is totally unable to meet 
the stringent combat field environment conditions that exist. 

The present lack of available data capacity to describe one item und 
very slow "processing time" certainly points the way toward a definite need 
for replacing the present ADP punched paper card. The military ßervices in 
a military field combat environment certainly need a more sophli cicated form 
of a Unit Record, one that would meet the stringent requirement.? of combat 
and provide a higher character data density in addition to imr 'ing and legal 
considerations. There obviov.sly exists a need for a new, technologically 
up-to-date UNIT RECORD. 

II  METHOD OF ATTACK ON THE UNIT RECORD DESIGN PROBLEM 

The normal engineering approach to systems design as related to unit 
records is depicted in Figure 1, "Standard Engineering Approach to Systems 
Design". One would concurrently investigate present and future orocessing 
technology available along separate paths. After the best material and the 
optimum processing was selected, then these two would be combined into the 
Operational System Design from which would evolve the Design Specification. 
That is tr. conventional approach. 
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There are a number of "things wrong with this type of approach: 

1. It doesn't benefit user potential.. 
2. It doesn't force a cost-benefits analysis. 
3. It commits to a specific design at too early a stage. 
k.    It doesn't match ultimate consumer requirements (in operational 

environmtat) with design specifications. 

For the above reasons an Operations Research approach was used to 
deter^iine the final systems design of the Unit Record concept to achieve an 
optimum design. Approaches other than an Operations Research approach 
generally do not produce such an optimum design. An operations research 
approach depicted in Figure 2, "Use of Operations Research in Approaching 
Systems Design",was used to the fullest extent possible. This offers the 
Army the maximum benefit of studying the potential user and planning to 
meet his future needs. It is pointed out in this paper how a Unit Record 
Specification was determined through Operations Research. The following 
Operations Research approach was used. 

First an "Operational Analysis of User Needs" was made currently with 
an "Analysis of Parametric Constraints". This, through a "Simulation of 
Alternative Systems Concepts to meet User Needs" determined our"Definitions 
of Systems Specifications in Terms of User Needs". Fron here an "Assessment 
of Specifications" was made in light of the presently available and future 
creation of materials and technology. This leads to a "Cost-Benefits Analysis 
of Design Alternatives" from which is achieved from the Operations Research 
Approach the "Final System Design". This Operations Research Approach most 
thoroughly achieves a farsighted and competent design. 

Starting with tie Analysis of User Needs, a survey was made of the fields 
that lave the greatest potential for future use of Unit Records: Personnel, 
Logistics, Military Police, and Command and Control. Also, the specific 
functions and data required to perform their various and diverse functions 
were studied. 

From just a brief look at the functions of the various fields studied, 
it can be seen that a new unit record needs to handle several diverse forms 
of data. Therefore the functional requirements of a new unit record can be 
divided into four functional areas: 

1. Machine Readable Data 
2. Man Readable Information 
3. Image storage 
k.    Signatur« or Authentication 

Each application has various requirements for different functional storage. 
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In studying Personnel applications a survey was made of the personnel and 
administrative functional requirements of records keeping which are basic to 
the stre*gth and accounting systems, assignment of replacements, rotation of 
personnel and reporting cf casualties. This was accomplished by holding dis- 
cussions with representatives from the Adjutant General Agency, Fort Benjamin 
Harrison, Indiana, and studying applicable documents. These personnel func- 
tions include the initiation, maintenance, us» and disposition of data in- 
formation required in the execution of personnel management functions within 
the army in the field, from the unit level to the theater of operations. It 
would be most beneficial to the army to reduce the manual initiation and 
maintenance of such records involved in the above functions to a minimum, 
especially et the small unit level. Also to permit the tijialy accumulation 
and distribution of Individual and/or unit personnel .'tatisticel data for 
use in the performance of personnel management and manpower control functions 
in the army in the field. A system must be developed, consistent with com- 
munications and AD? capabilities, which will promote flexi ility of operation 
with optimum effectiveness in the control of human resources. Whatever Unit 
Record concept is chosen for personnel record keeping must be designed to 
serve the supported commander by the maintenance of a chronological, histori- 
cal record to be utilized in the exercise of comrcand in the performance of 
personnel management and manpower control responsibilities. 

One aspect of Logistics was Ordnance Ammunition Supply. Talks were held 
with Logistics oriented people responsible for establishing the inventory 
control requirements for the future, 1965-1970. The results of these dis- 
cussions were an understanding of a future comprehensive Logistics supply 
system to effectively utilize automatic data processing capabilities, integrate 
total available assets to best eupport total requiraments, extend the current 
army ammunition credit system down to division level organizations, and to 
centralize control at theater Army level and field Army level. Inventory 
control includes managing, cataloging, requirements determination, procurement, 
distribution, overhaul, and disposal of ammunition. Additional functions 
include supply and stock control, and stock management, as well as the records 
and reports required to effectively and efficiently accomplish these functions. 
Unit Records would serve most useful if located at each ammunition storage 
installation for the purpooe of providing receipt, issue, change of condition, 
and inventory adjustment information to the appropriate inventory control 
center. 

Discussions held with the Military Police planning and concepts people 
at Port Gordon, Georgia, made it possible to obtain invaluable information 
on the Military Police functional areas of law enforcement, police traffic 
management, and confinement administration. Law enforcement embraces the 
recording, reporting, and mannäement tasks associated with present military 
police reports, MP criminal investigation reports, MP traffic accident re- 
ports, and Armed Forces traffic tickets. Police traffic management includes 
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the registration of privately owned vehicles, the maintenance of driver vio- 
lation records, and the maintenance of source data oh traffic accidents 
needed for analysis. Confinement administration includes all those recording 
and managerial tasks for stockades, hospital prisoner wards, and rehabilita- 
tion training centers. While designed for the army in the field, the proposed 
Unit Record system is also applicable in CONUS posts, camps, and stations. 

lurning to the Military Police discipline, law, and order functions, a 
unit Record concept would certainly provide unique capabilities of automation 
and offer a great potential for the more rapid detection and apprehension 
of offenders. Military Police requirements for ä unit Record information 
system may be described by two prime needs. First, there must be mass data 
storage and ready retrieval of distilled information or retrieval of the basic 
input medium itself as needed. Second, there must be a flexible system for 
obtaining this offense information for analysis and review. Bie size of the 
problem may be seen in considering the police offense reporting requirements 
for a theater army. Of an estimated 65,000 police reports generated per 
month in a theater army of 1.5 million men, at least one-half will require 
some type of collating search. 

An automated prisoner of war record keeping and reporting system is 
certainly warranted because of the present extensive and time consuming 
clerical effort involved. It is proposed that a Unit Record concept cer- 
tainly should meet the needs of this function. A Unit Record concept should 
be directed toward those prisoners of war record keeping and reporting re- 
quirements which come into effect with their administrative processing in 
the communications zone and the preparation of Individual personnel records. 
Requirements for the maintenance and updating of such records and for the 
submission cf reports would continue throughout the period during which the 
prisoners of war are held in United States Army custody. If unit records 
were used this would greatly minimiz2 the number of forms and records which 
must be manually prepared and transmitted or retained in Individual prisoner 
of war files, and would provide statistical data and information in such a 
manner as to be fully responsive to the requirements of the commander. With 
the processing and establishment of individual records for each PW, the cleri- 
cal burden imposed assumes very significant proportions. Under the present 
menual system, the major portion of this burden rests with the PW Camps. A 
Unit Record concept should be directed toward the development; of automatic 
IW record keeping and reporting system which will relieve the PW caap com- 
uanders of the burden to the maximum extent possible and, coincident therewith, 
provide PW data which will be fully responsive to command requirements. 

It can be seen in Figure 3, "Operational Analysis of User Needs", that 
Personnel applications will require a high degree of machine readable data 
storage, while Logistics applications will require a high degree of man 
readable information storage, and signature authentication. If the Unit 
Record concept is to meet the needs of the Military Police, it will need a 
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high degree of machine readable data storage. Command and Coutrol applications 
include intelligence and tactical operations functions« The high image storage 
requirement here is taken to mean displays. By looking deeper Into each of 
these applications, a systems concept was arrived at to show the probability 
of search, the average record length, and the probability that the record 
did not ei?eed certain record lengths. See Figure h,  "A  ternative System 
Concepts". By analyzing various records kept at each oi our studied applica- 
tions, we were able to determine the probability of the file being certain 
lengths. From this analysis it was determined that a record length on the 
order of 1000 characters was quite reasonable and responsive to the studied 
applications. The probability of each shows what percentage of records need 
to be searched on each transaction. 

Based upon and time phased with this operational analysis of user needs 
was the Analysis of Parametric Constraints. These are listed on Figure 5> 
"Parametric Design Factors Required in Army Unit Record Concept". The first 
of these factors, and one of the most important, is "Reliable and Operable in 
a Military Field Environment". Ideally this means the elimination of critical 
mechanical adjustments and, of course, implies operation under the most severe 
environmental conditions. Next in importance is manual operation of the Unit 
Records under emergency conditions. This manual operation has two meanings 
and implies dual environment. One as stated where emergency conditions are 
defined as a complete absence of any power sources and would allow operation 
by only equipment that can be handcarried. The other is manual operation 
under full power where operetions occur similar to present operations or 
punch cards. The third factor, "Low Cost Concept", Is Important regardless 
whether the unit Records are disposable or reuseable. For either approach 
to be considered for the final concept, both need to be extremely inexpensive. 
"Ease of Preparation" is taken to mean that to prepare a unit record ti.j 
techniques Involved shall be no more complex than comparable present day 
punched card procedures. As seen later, the physical size of the Unit Record 
medium for manual handling as well as machine searching is also very Important. 
Semi-Automatic filing is taken to mean a provision for filing the unit record 
in a cartridge or magazine or other similar mechanism. It is paramount that 
a group of separate but related records can be kept together and form a com- 
plete file on one topic. 

Of course in studying and reviewing the existing and future material 
and processing technology, an extensive analysis was made, but for purposes 
relating to this paper the different diverse approaches were simplified to 
these three. 

1. Eliminate unit records and use keyboard and/or voice input of source 
data to a computer and centralize filing in mass secondard memories. 

2. Typewrittea or hand-printed documents optically scanned locally 
and electrically transmitted or hand carried to central scanning points for 
direct input to mass memory and/or computer with local filing of the original 
documents at their source. 
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3« A new high density separate Unit Record system with increased 
record and read speeds, smaller file sizes, small militarized card handling 
devices, and a storage medium suitable for military environments. IBie system 
should integrate with a manual document system In event of transceiver and/or 
computer failures. 

At this point of Juncture, it w&s not apparent which approach to follow. In 
fact , without following an Operations Research analysis of the problem these 
three different approaches would not have come to light. 

It was needed to choose between these three approaches the optimum one 
to meet the Operational Analysis to follow. Therefore in assessing these 
approaches to parameters stated previously a decision table was developed 
(Figure 6, "Assessment of Approach to Constraints"). 

In this table the approaches wers evaluated and asses..si against the 
parametric constraints mentioned previously. The approaches were weighted 
by a numerical factor, scele 1 to 5« Certain parametric constraints lend 
themselves more to one of the three approaches. This readily can be sean 
in the manual operation constraint if one remembers manual operation means 
operation with lack of power. For the "Keyboard and/or Voice Input" ap- 
proach there can be relatively no manual operation. While for the "Docu- 
ments Optically Scanned" approech, it is possible to have manual operation. 
But the most desirable manual operation and most reliable would occur with 
the "High Density Unit Record" approach. Looking to another constraint, 
the ease of preparation, it is readily apparent that voice input would be 
the easiest for preparation 6ince only voice is involved, while for any 
other approach the unit record requires a higher degree of preparation than 
voice input. Flexibility HB a constraint is ideally suited to a unit record 
concept. Here with the four different functional areas: Man Readable Area, 
Machine Readable Area, Image Area, and Authentication Area, the Unit Record 
can be tailored to any application. The Unit Record technique developed 
should offer maximum flexibility for different classes of users. Cei'tain 
users would require all digital storage, ethers would require all image 
storage, a third class could require combination of all four functional 
formats. Thus the Unit Record achieves utmost flexibility as compared to 
the rather limited and negligible flexibility of a keyboard, voice, and/or 
physical documents being optically scanned. These assessments 
were then multiplied by the particular parametric constraint weight and 
totaled.  These final totals are 223, 302, and V-iO. The large total of ltl»0 
indicates Unit Records is the optimum approach. Now to establish the further 
specifications for the Unit Record concept. 

Following the Operations Research approach outlined earlier, the next 
step is a Cost Benefits Analysis. One of the most important design 
alternatives is one of cost. Therefore, a Cost Benefit Analysis was made and 
plotted on Figure 7, "Cost of Updating Individual Unit Record". In this figure 
are shown two curves, one for reuseability, one for nonreusesbllity. This 
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shows very clearly and plainly that for lowest cost, reuseabillty Is a prime 
factor. In fact, to establish a rugged militarized medium that is nnnreuseahle 
may be prohibitive to the Government. 

Before determining the Final System Design of the new Unit Record con- 
cept, it is necessary to determine a few more specific parameters. One of 
these is the physical unit record medium size. The Human Factor Engineering 
Section at the Electronics Command Laboratori&s conducted studies on various 
sizes of Unit Records to determine The ideal size to meet manual handling 
requirements. The results of snonvally sorting and sa&rching various sized 
Unit Records by length, width, and -vea are shown in Figure 8, "Manual Handling 
Search Speed versue Unit Record Size". The results from these tests and 
studies indicate a Unit Record from » physical handling point of view should 
be on the order of 3 by 5 inciies. 

So far it has bean determined that the new Unit Record should contain 
on the order of 1000 machine readable characters, but it has not been 
determined how many man readable characters it should be capab?_3 of recording. 
Also, no consideration had baen given to the ideal size of the Unit Record 
for machine handling. To look at both of these problems a graph was plotted 
of the Unit Record physical size versus the Automatic Search Time and the 
man readable file size. This is shown in Figure 9,  "Unit Record Size versus 
Search Time and File Size". At the upper portion of the graph, the Machine 
Search Time versus Unit Record Size, it can be seen that tide smaller the Unit 
Record size becomes the longer it takes to search out one Unit Record« Also 
the larger the Unit Record size becomes, it is »ore difficult to find a particu- 
lar document becauad of its gross dimensions. But for a certain range of Unit 
Record sizes the machine search time is relatively constant. She lower portion 
of the graph shows the relationship of the number of man readable chcraetei's 
to the physical size of the Unit Record. This is a linear relationship 
starting at a certain area size allowing for borders and space batwaen 
characters. Also taken into account is space allocated for the machine 
readable characters, an image, and a signature. The important thing to 
observe here is the trade-offs between these two graphs. At this point it 
is necessary to determine the number of man readable characters available« 
Inter-relating these curves, it can be seen that a Unit Record else con- 
sistent with that size for optimum manuel handling specifies 150 characters 
and from the gvaph allow* a small period of time for Machine Searching. 2ne 
dottod line Indicates the approach taken. It is interesting to note that 
th<s size for manual handling chosen earlier is also very consistent with a 
unit record siza for fast handling by a machine. This in turn allows a reason- 
able number of man readable characters to be specified, 150 characters. 

Ill RESULTS 

From this Operational Research Analysis it -jas possible to write a 
specification on a new Unit Record Technique to be used as the requirements 
for an exploratory development program on a new Unit Record concept* This 
specification includes new Unit Record Characteristics such as the four 
functional areas and their capacity, see Figure 10, "Abstract Representation 
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. .- . 

of Unit Record4'. She gashine readable and nan readable capacity in 
characters was directly determined fro» the Operations Basss»rch analysis 
sad«. She other sector & or stems case from the. oaer requircaaeet studies« 
Another sasjor factor established for the Obit Record specification i» the 
size of the Unit Record aediuau As shown earlier, it is on the order of 
15 square inches wich a for» factor of 5 to 3, that is length to width* 
Shir ratio is I.67, Another deteraination was the new Unit Record concept 
should have emphasis of low cost. In fact, high priority should he placed 
cm a low cost reuseahle unit record approach. 

*.t present, fro» this specification two external contracts have been 
let on Unit Record techniques. 'Share  is also an in-hous« study being con- 
ducted on certain Ur.it Record nedluas. It is felt at the end ©f these one 
year contracts and internal study, it will ha possible to see certain ad- 
vantages in one particular technique and aay offer the first step toward 
isrp.lcmenting Unit Records. Shis points the way toward a new technologically 
updated Unit Record for the Aray. 

Some possible uses for Unit Records besides the normal use for input/ 
output «laia and programming would be for dog tags, pay checks, and all hard 
copy documents. A new Unit Record technique could conceivably revolutionise 
the entire ADP roaraualty. 
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HEW METHODS FOR PREDICTIHQ ELECTRONIC RELIABILITy 
By 

Eli J. Dvorkin 
Staff Engineer 

U. S. Artsy Electronics Command 
National Main enance Point 
Fort Monmouth, Hew Jersey 

A paper discussing methods of predicting electronic system reliability without 
relying exclusively on part failure rate lnformati-n. 

The opinions expressed in this paper are those of the author and not necessarily 
those of the United States Army Electronics Command. 

Abstract 

This paper deals with the subject of pr^die^ing electronic system reliability. 
"Current Methods For Predicting Electronic System Reliability" are discussed 

first to provide the necessary background for the later "Review of Hew Methods for 
Predicting Electronic System Reliability". The new techniques reported on are 
those developed over the last three years which do not depend exclusively on com- 
ponent part failure rates but employ auch techniques as: 

1. mathematical modeling and use of part parameter distributions 
to predict failures; 

2. "Ball-park" reliability prediction by general categories such 
as number of active elements, number of cathode ray tubes, etc. 

3- reliability prediction by specific parameters such as sensitivity, 
bandwidth, noise figure, etc., using a general prediction equation 
for all typea of electronic equipments; 

k.    ysliaSlli^y prediction by une of specific iadiess for a particular 
t«gs ef e^ulpsssnt. For example, these indices *or radios may b* 
tysiag fre^nscoy rang«, power output, sensitivity, etc. For radars 
th« ladies«!» say b«? peak power out, pulse repetition rate, etc. 

The tssthods of developing the*« techniques ieslude circuit analysis, linear 
regression, Monte Carlo, multiple regret: sios, asd isoa-line&r curve fitting. 

In addition to summarising and eosp&ring the sssjor works already published 
in this area, the author has developed a technique to predict reliability using 
a method which compares many of the specific i&äieea discussed earlier for a 
new design with those of an existing design for which the reliability is known. 
This proposed technique offers the advratage of being able to predict the effect 
a design change will have on the reliability of a system without recomputing the 
entire regression equation. In addition, predictions can be made when only a 
few indices "" are available and no concern need be given to obtaining specific 
combinations of*indices as was true with the previous techniques. 

The flections which express the relationship between the lattices. and reli- 
ability for the proposed technique were obtained by plotting available data on 
existing Army, Air Force, and Navy equipments. 
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CHAPTER I 

imODÖCTlDN 

In order for any «lectronic system development program to be complete, it 
must include adequate reliability considerations, 

One of the necessary steps in a reliability plan is the prediction of th* 
reliability at various stages in the dewlopnent. 

This paper vill deal with several methods for predicting electronic syifceui 
reliability. These -«thods will include those currently used/ new Methods recently 
developed, and an original method developed by the author. 

In addition to the reviews of the prediction techniques deficiencies, and 
outstanding aspects of the prediction methods will be discussed. 

For those readers who are convinced of the value of reliability predictions, 
this paper should prove to be a valuable compendium of the most recent works in 
reliability predictions. 

It is hoped, for those who are undecided a« to the validity of reliability 
predictions, this document will help to further emphasise xfoe  Importance and 
utility of these new methods. 

It should be noted that the prediction techniques discussed in this paper 
are constantly being revised and improved. 

As a result, the regression equations presented may not be the most, current 
available. If one desires to employ any of these techniques, he should refer to 
the most recent issue of the paper reviewed to obtain the newest available 
equation. 

i 

CHAPTER II 

CURRENT METHODS FÜR PREPICTIBQ ELECTRONIC SYSTEM RELIABZLITr 

A. General 

There arc many methods current ay employed for predict!"g the reliability of 
electronic systems. Several of these methods will be reviewed in the following 
paragraphs. It is essential to understand that reliability predictions, as their 
name infers, are only estimate of the inherent reliability of a device. This 
means that no confidence can be associated with the predicted value until adequate 
testing has been completed. 

This fact, however, does not destroy the usefulness of early reliability 
predictions as a tool to assist tk* design engineer, as well ns offering manage- 
ment an opportunity to evaluate xhe progress of a reliability program during the 
development of a new system or equipment. 

B. Predictions Based Upon Typical Equipment Classification 

This method provides the most elem-.n^ary type of prediction^/  In this 
technique, the reliability of an equipment is determined by a simple comparison 
to a similar device, performiii/; the same function, for which the reliability is 
already known. This raethoi might also be utilized to compare and evaluate systems 
employing similar equipments. From such a study & reasonable picture of how to 
apportion reliability requirements in the new system, on the basis of mxintAno 
a4m1lAr »«''iprtnts, can bö obtained. 



C. Predictions lltaing Active ^EUaent Groups (AES) Count 

This procedure bases ita prediction at the active element group (AEO) level, 
where art ASS i*> considered to be a tube or transistor (active element) and its 
associated circuitry.?'',. The reliability of the equipment is based upon a count 
of the ABW"s» wit», sow average failure rate taken for each ABS. Such an approach 
is useful to determine the overall effect of adding levels of complexity to an 
equipment or evaluating SOB» other large change in design, (such as adding an 
extra amplifier stage) without having to make an exact parts count. The use of 
ABO failure nfcies geoerally assumes «one average failure rate for some typical 
co&nguratiosä (average complexity, design, end environmental factors). Predictions 
mä®  at this level vill give only an average a itimate of reliability and will not 
take into ac#otsat particular design details and variations. 

I).. Predictions by Pmrt Count and nominal Failure Rate assignment 

'/This method goes one step farther beyond the AJ3G level, with the reliability 
prediction being based on actual part counts!'. In this case, the actual com- 
plexity of the system is taken into acciunt vita the prediction being made on the 
basis of nominal failure rates for various classes of component parts, transistors, 
tube», resistors, capacitors, etc. At this level, one ia not completely bound to 
a »leg!« failure rate number for a particular component, for often different failure 
rates «re given for various types of a single component (film, composition, or 
wire wouid resistors), and these nominal failure rates can be multiplied by various 
MK" factors to distinguish between general classes of application (ground, air- 
borne, or satellite). 

E. Prediction by Part Count and Aasjgrass-it of Failure Rates Dependent on 
e res8 levels    " * * " 

This method offers a greater degree of sophistication in making reliability 
predictions than the previous three methods!'» In this case, data are utilized 
to take into account a number of application and environmental factors for parts. 
In this marner, reliability data can be used which most closely fit the part 
application, and environment in making a prediction. In general, data are given 
in terms of an operating level and an environmental level. Failure rates for 
various resistors are given in terms of power level and ambient temperature; 
and for capacitors, failure rates are given in terms of operating voltage and 
temperature. With this data, a reliability analysis can take into account not 
only details, of basic design such as part types, part counts, and part configura- 
tion, but can also be the measure of effect for at least some application and 
environmental Gtreuscs and consider thy effect of derating, cooling, ate. This 
list approach, however, does not end the reliability analysis problem and any 
prediction made using this type of data from the literature must have its quali- 
fications. First, only the major, but by no means all the part stress facto*n, 
are taken into account, and in many cases extrapolations made in the data can 
be open to question. In addition, variations in part design or quality cannot be 
explicitly evaluated.  In an effort to take more of these factors into account 
in making a reliability prediction, work la being carried out in the ares of 
•"allure mechanisms. Here, fundamental physical laws and the study of processes 
controlled by these laws art used to determine the performance of a component, 
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but until the"« advanced techniques are made generally applicable,  they cannot 
be relied upon. 

f,    other Miscellaneous Prediction ?achniques 

In tiddition to the «ore common approaches outlined above, other techniques 
and variations sight be r-sntioned9/20/. one «ethod utilizes a sampling plan, 
where in the i;liability of a certain portion or number of modules of a piece 
of equipment is determined, the reliability of the entire equipment 1* baaed 
upon an extrapolation of the saaple reliability. Tula method would appear to 
be woet effective if most »odules in an equipment were of a similar nature and 
complexity, such as logic elements in a computer. 

Another technique currently being employed is a variation of the predictions 
by part count and assignment of failure rates dependent on stress levels. Before 
the eummlng of failure rates is performed, It is essential to first construct a 
functional diagram of the system called a reliability block diagram or a reliability 
model. She failure rate of each block is then determined by sunning the failure 
rates of the parts. The reliability of each block is then calculated using the 
expression: 

R - e-**- e -*/■ (il-l) 

The system reliability can now be calculated using the standard reliability 
relationships for elet:, * s in functional series; 

Eg-Ri x Rg x Rg (II-2) 

and for elements operating in parallel redundancy: 

Rg- l-(l-8a) (1-Rfe) 

example 1-1 

(11-3) 

Find the Reliability of the Functional Block Diagram 

Receiver #1 

R «=.9 

R».8 

L 

Trancdtter Power Supply R..8 

Receiver #2 

B- ( .9) ( .9) [l- (1 - .8) (1 - .8)] 
R - .81 [l - ( .2) ( .?J - .81 (1 - .Ok) 
a - .81 (.96) - .78 
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0. Analyst» of Current Methode 

Very little tin» will toe spent analyzing the deficiencies of the first two 
methods of predicting reli&toility that vere presented in the previous chapter 
of this paper. It should be apparent that the similar equipment study and the 
active element group count are only gross eotimate techniques, designed to yield 
a very rough estimate of reliability. These techniques are generally employed 
during the conceptual stage of a system development when no other technique can 
be employed because of the obvious lack of sufficient design Information. These 
estimates are highly inaccurate and fail to consider any environmental levels, 
design eorJTiguratlGn, or equipmsnt type (in the case of active element group 
count). 

The techniques which utilize part failure rate information also have their 
shortcomings, as discussed earlier. The bas(ic fault with these techniques lies 
in use fact that the predictions made are only as good as the feilure ratt data 
used. Some of the more comnon failure rate sources are: 

1. MIL-HDBK-217, 8 AugUBt 1962 
2. RADC Reliability Notebook, 31 December 196l 
3. failure Rates by D« R.  Earle3 and M. F. Eddins 
k.    WADD Technical Report 6O-33O Supplement I - November J.961 
5. Electronics and Electrical Reliability Handbook, Martin Baltimore 
6. FARADA Data 
7« Bsttelle Data Bank 
8. Guide Lines for Reliability Prediction of Electronic Equipment 

RDP22U, Collins Radio Company 
Although many electronic parts are listed **• the above sources., there are 

still many parts for which no accurate failure rate data has been assembled. 
These parts include: 

1. Low-density components for which adequate operating time has not 
been accumulated tc accurately determine a generic failure rate. 

2. New parts which are being developed- 
3« Parts having an extremely low failure rate so that unreasonable 

test time would be required to verify this failure rate. Attempts have been 
made to overcome this lack of data by subjecting parts to accelerated testing 
conditions and based on these results extrapolate the data to predict what the 
expected failure rate will be in the normal operating environment. These accel« 
erated testing results have met with many serious criticisms. These include 
such arguments as the data used doe;; not clearly define a single linear trend, 
so that extrapolation in the normal operating areas is not accurate. Arguments 
have also been extended that the mode of failure induced by the accelerated 
test levels are different than those actually encountered in use. As a result, 
any "K factor" derived from accelerated testing is not realistic. 

There is considerable difficulty In relating "random" failures to a particular 
application. The so-called andom failures us\j»>lly occurring in equipment are 
actually caused by certain components being subjected to intolerable transient 
overstresBes arriving at the component« at infrequent intervals of time. We can 
think of this process in terms of energy being transferred into the component 
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from Its touil enviroojwnt at a rate which exceeds the components ability to 
dissipate it and building up energy concentration wlthla the component beyond 
it« ability to withstand. Examples are voltage punch through in diodes, over- 
heating in semi -conductor junctions, vibration fractures in welded connections, 
"hawsers" in hydraulic lines and dielectric breakdown in electric lines. 

It must aJso be realized that In most caset» the published failure rat« 
data is supplied by the manufacturer of the part under consideration. Since 
it la reasonable to assume that all manufacturers would like their parts to 
be accepted as the bept or most reliable, they m?y have tendencies to "pud" 
their tert results or discard trat data which gives an unfavorable appearance. 
The failure rate data which is finally published is generally an averag' of 
many manufacturers data over a span of several years. As a reao.lt, this 
average generic failure rate way actually net be indicative of any one part 
which is being employed in a particular design undergoing evaluation. 

From this discussion, iK  becomes evident -chat some technique is required 
to overcome the deficiencies of the current methods or to compensate for 
their inadequacies. 

Reliability prediction, as a tool applicable to the first stages of system 
design, has changed la character from early days of piece-part stress analysis. 
It is now necessary to use specific and tailored approaches particularly when 
dealing with modern complexes such as weapon control and navigational systems. 
Also, improvement in electronic piece-part quality of construction during the 
laet five years has made conventional stress analyses more routine and restricted 
to the indication of pure catastrophic tendenciea at the piece-part level. 
Simultaneously, equipment complexity is compounded by computer oriented control 
and measurement devices making even more necessary the sophistication of system 
planning and analyuis. 

Thus we see two significant factors emerging in modern reliability: 
1. The necessity of using a system approach since the majority of 

equipments eventually become integrated within some electronic complex. 
2. The importance of functionally oriented reliability analysis 

during early hardware design stages and subsequently throughout all other phases 
of a project. 
It 1B believed that the following studies have encompassed both these factors 
and that the techniques developed will provide a means of relating the reliability 
of proposed equipment and system design concepts to that of alternate choice or 
choices. In this way, knowledgeable quantitative trade-off studies can be con- 
ducted and decisions reached that will ensure that proposed systems meet their 
required goals. 

CHAPTER III 

REVIEW OF KEW METHODS TOR PREDICTING ELECTRONIC SYSTEM RELIABILITY 

A.    general 

This chapter of the paper will be devoted to a review of some of the most 
recent techniques for predicting electronic system reliability. The methods 
to btf discussed will be: 
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1. Design Stage Reliability Prediction for Electronic Equipment. 
Prepared by J.B. Toramerdahl and A.C. Nelson of R»?earch Triangle 

Institute, Durham, North Carolina, October 1963- 
2. System Reliability Prediction by Function. 

Prepared by Arinc Research Corp, Washington, D.C., August 19*vJ« 
3. System Reliability Prediction by Function. 

Prepared by Federal Electric Corporation, Paranoia, New Jersey, 
May 1963. 

k.    Program to Establish Review-Point Criteria lor Reliability Monitoring. 
Prepared by Hughes Aircraft Company, Fullerton; California, July 196U, 

B. Design Stage Reliability Prediction for Electronic Equipment 

The basic objective of the Research Triangle Institute study was to provide 
guidelines for a technique which can be utilized to realistically assess the , 
reliability of electronic circuits in the early stages of equipment design££'. 
An experimental program which utilized two types of transistorized circuits 
was cond'.'ted to demonstrate the feasibility of the technique. 

Basic Concepts. 3h predicting the reliability of electronic circuits, it 
is necessary to consider performance failures as well as catastrophic failures. 
A very pronounced change in a performance parameter value within a relatively 
short period of time is generally termed a catastrophic failure. The mode 
attributable to performance failure is the result of relatively slowly changing 
component pararaeter(s). Catastrophic failures are random in nature and are 
attributable, in general, to faults in the basic materiels and manufacturing 
processes and to environmental/electrical over-stress. 

In order to realistically predict performance failure of a circuit, it is 
necessary to be able to predict performance parameters as a function of the 
pertinent variables. These variables, which are the component parameters in 
this case, exhibit variations around nominal or mean values and may be described 
by probability distributions. Such distributions are usually time dependent; 
i.e. the variances and mean» wiül shift with time due to normal physical and 
chemical processes. Thus an*  must utilize performance prediction methods which 
will enable one to estimate <,he time dependent performance parameter distribution. 

Performance Prediction Methods. If one selects an appropriate performance 
criterion for the circuit 1/1: relates performance to the component parameters, 
then an estimate of the probability of performance failure due to degradation 
or drift in the circuit parameters can be obtained. This is the aspect of 
reliability- estimation with which the Research Triangle document is primarily 
concerned. Estimation of the probability of performance failure can be perforwd 
using one or more of the following methods of analysis: 

1. Propagation of error by means of Taylor Series approximations. 
2. Computer simulation such as Monte Carlo using known transfer functions. 
3«  Empirical mathematical modeling; 

a. Random selection of parameters; 
b. Statistically designed selection of parameters. 



If the transfer function relating the performance of the circuit to the exponent 
parameters is available, either method (a) or (b) may be used, 

Method (a) yields an eatiuiate of the mean and variance of the performance 
1/ mean» of a Taylor Series expansion of the transfer function. By this procedure 
the performance is approximated by a linear function using or.ly the ^irst order 
terms in the expansion. One should check the adequacy of this linear approxi- 
mation for the range of variation of the component parameters which one expects 
due to manufacturing variation and variation due to aging or degradation. In 
»ome cases, second degree and higher order terms may be required. 

Method (b) yielde a irect estimate of the distribution of the performar.ee 
by computer simulation utilizing known transfer functions. In this case, various 
distributions of the component parameters are ans.vaed, random numbers with the 
assumed distributions such as normal, logarithmic normal, gamma, ahi-square are 
generated, and then by computation of the performance from many such values an 
estimate of the per ormance distribution is obtained. The precision of the 
estimated performance distribution can be expressed as a function of the sample 
siz<>; i.e. the number of the Monte Carlo or simulation trials. 

In a circuit composed of discrete component parameters, it is often possible 
to describe mathematically the performance of the circuit in terms of the com- 
ponent parameters. Such a mathematical expression is not usually adequate, even 
for ii simple circuit, since the contribution of each parameter to the performance 
function is not generally obvious or readily ascertainable. Jn cases such as 
those Just cited or where the theoretical derivation of the transfer function 
is impractical, the approach is to de^.lop an empirical mathematical model or 
empirical transfer function. **. 

There are two distinct empirical procedures one can use to estimate the 
performance distribution such as the mean and variance« The first one is to 
select the components at random, build the circuits and measure the performance 
of each circuit under certain conditions. Then the observed distribution of 
the performance measurements serves as an estimate of the actual performance 
distribution. Alternatively, an empirical model may be derived from the data, 
and then an estimate made of the performance distribution. The second method 
is to measure the parameters of a representative sample of each component, then 
build the circuits using specific components selected according to a statistically 
designed experiment; next, obtain an empirical model and then estimate the per- 
formance distribution. The second method is the one described in the RTI report. 
The eatimate given by the second method is limited only by the ranges of the 
parameters used and hence is applicable to moa!; general distributions. Further- 
more, assuming that one can obtain an empirical model, the second procedure 
will yield more precise performance prediction as a result of the experimental 
design. 

C System Reliability Prediction by Function (ARINC) 

The basic objective of the Arinc Research Corporation study was to provide 
a technique for predicting the reliability of electronic systems and equipment 
during the pre-design stage before detailed design information is availab].«!=£'. 
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The prediction procedure Is based on field reliability uata of Air Force 
ground electronic systems, supplemented by data from shipboard rlcctronlc 
systems a.;?, in cne case, by the results of a reliability prediction conducted 
according to procedures given in MIL-iffiEX-?!?.  In all, reliability data on 
51 systems were analysed to derive tne numerical relationships uEed in the 
methods out „ned in the Arlnc report. 

Multiple regression analysis was used to determine the simultaneous 
Influences cf the many system parameters. As a part of the analysis, the 
statistical significance of the contribution of each parameter on reliability 
was determined. 

The system parameters considered in the Arinc study are presen::d la Table 1 
followed by a review of the Prediction Technique. 

The re? Its of the investigation led to a prediction procedure bared en 
observed fi< 3 conditions. The inclusion of a confidence Interval as an integral, 
part of the predictions insures that the resultant predictions realistically 
represent ths wide variations to be met in the field. 

Summary cf Procedure. The prediction procedure comprises six major steps: 
1. Selection of appropriate prediction equation based on the amount 

«aid type of information available; 
2. Numerical evaluation of system parameters; 
3. Solution of prediction equation for Ln y, where w = predicted Mean- 

Tirae-Between-Fallures (MTBF); .       .A 
k.    Transformation from Ln Ö to V (9 = e     )j 
5. Computation of confidence Interval in terms of Ln V (confidence 

interval = Ln & - ± K); &     A 
6. Translation into terms of 9 (confidence Interval is w/g to go, 

where g * e^). 
After the completion of Step 6, the effects of redundancy may be considered, 

if desired. However, detailed steps for evaluating the influence of redundancy 
were not included, since redundancy may be employed in so many diverse forme 
that It was not possible to take all possibilities into account as part of the 
procedure. 

D. System Reliability Prediction by Function (Federal Electric) 

The purpose of this study was the development of electronic system oriented 
prediction techniques by correlating significant functional characteristics to 
operational Mean-Time-Between-Failures (MTBF's) so that gestern reliability can 
be planned and allocated during the early design stagesi2'. 

It was intended that these techniques be used by system design engineer» 
to estimate the reliability of a system during the early phases of the design 
cycle when no firm data is available concerning the ultimate configitration 
to be employed on the total part compliment of the system. The techniques 
provide a means of relating the expected reliability of one or more proposed 
design concepts to that of an alternate choice or choices so that knowledgeable 
quantitative trade-off studies can be conducted and decisions reached that will 
assist in determining if the proposed system design meets the required goals. 
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TABLE 1 

DEFINITIONS OF SYSTEM PARAMETERS 

Parameter Designat-ion 
(Ranges of Validity) 

Definitions 

Xi « in c - 2.303 

C - 1.0 x No. of 
electron tubes 
(all types) 

+0.3 x No. of analog 
transistors 

+0.1» x No. of solid 
state power rectifiers 

+O.OO6 x No. of solid 
state digital diodes 

^0.02 x No. of digital 
transistors 

+0.1 x No. of solid state 
analog diodes 

+10-5 x No. of magnetic 
core devices (e.g. 
magnetic amplifiers, 
memory cores, etc,; 
passive devices, such 
as transformers, are 
not included). 

Natural logarithm of system complexity (c) »laus 
2^303* Complexity is measured in terms of an 
adjucted active element count. A worksheet is 
provided in Section 2.k  to aid in the numerical 
evaluation of Xj_. 

The number of each type of active element In the 
systems of this study ranged from zero to the 
following maxima: 

Tubes — 3,037 
Analog transistors — h,l6f 
Solid state power rectifiers -- 20k 
Digital diodes — 25,000 
Digital transistors — 3,083 
Analog dirdes — 692 
Magnetic aores — 16,200 

An element is considered as digital In applicative 
if the function depends primarily on the existence, 
of a pulse, rather thar on the shape of a signal. 

Upper limit 
Lower limit 

6.087 (C»32,l*88) 
1.609 (c-a) 

*2 
upper limit - 11 
Lover limit « 0 

Number of cathode-ray tubes in the mystem. 

x3 
Upper limit 
Lower limit 

Number Q1
?
-transmitters in the system. 

2 
0 

(coaiirsied) 
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TABLE 1 (continued) 

DEFINITIONS OF EQU.'^MENT PARAMETERS 

Parameter Designation 
(Ranges of Validity) 

Xj, = la F - 2.303 

Upper limit = 6.903 
(F - 10,000Mc) 

Lower limit * 9.211 
(F =  O.OOlMc) 

F ■ Frequency (megacycles) 

Upper limit 
Lower limit 

2 
1 

Definitions 

Natural logarithm of highest frequency character- 
istic of the system, in megacycles per second, 
minus 2.303. 

(in many cases, the highest frequency character- 
istically found in r system must be '"stimated on 
tv'ffl basis of engineering Judgment, as la the case 
o' a radar repeater. The influence of this para- 
ir.iler on the result is such that rja error in thus 
eiV,imate of frequency of a factor .if two or three 
v ,11 be acceptable.) 

T-* the case of tunable equipment, the upper limit 
c:' the tuning range will be the est.  '-v-d highest 
c :K.ac.teristic frequency; e.g. in the .' ise of a 
2>.'A00 Mc radio set, the frequency to be used 
ie JO"; Mc. The units of frequency In the equation 
are aKgacycles. 

The" -fiHie of X5 i8 1 for systems which are primarily 
digital in nature, and 2 for systems which are 
primarily analog in nature. In the case of mixed 
equipments, the choice la made according to the 
nature of the majority of the Important functions. 
The distinction between digital and analog Is the 
same as noted In the definition of Xj^. 

Upper limit 
Upper limit 

1 
0 

The value of Xgis 1 if the system has a steerable 

antenna. Oti.srwise, the value Is zero. 

x7 
Upper limit - 5.^89 

(2U2 kV) 
Lower limit - lu200 

(0.015 kV) 

Natural logarithm of the maximum dc voltage In the 
system, in kilovolts. 

(continued) 

1 07 



«-w*«Twws*n«*«r»»?WI« ****?"9B5B^' 

TABLE 1 (continued) 

DEFINITIONS OF EQUIPMENT PARAMETERS 

Parameter Designation 
(Fanges of Validity) 

Upper limit « 0.98«* 
Lover limit ■ 0 

Definite ons 

xd 
Upper limit ■ 5. S>89 

(399 kW) 
Lower limit - 3 U12 

(0.033 JcW) 

Natural logarithm of wt&l »fated power con- 
sumption, in kilovettfl* 

XQ is the ratio of the t*.ming range of the 
ay-stem to the highest characteristic frt tuency: 

XQ» Tuning range (Mc) 
Frequency (Mc) 

For equipments with no tuning provision, XQ has 
the value of zero. 
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These correlation studies were applied to broad system areas and are ap- 
plicable to different equipment functional levels, ranging as specified from 
command to data acquisition, to receivers, and transmitters. The procedures 
are not intended to replace the conventional methods of reliability prediction 
such as stress analysis as is contained in the RADC Reliability Notebook TR- 
58-111. Instead, they are to be used to augment them in the early pre-deaign 
planning stages at a time when specific part selection has not been defined. 

Correlation «studies in the program were categorized under: 
1. Radar 
2. Ground Communication 
3- Electronic Data Processing 

Ja the first two of the three basic categories, namely Radar and Comraunlcation, 
a number of applicable systems were selected for functional study and correlation. 
Selection of specific systems was made on the basis of available field operational 
and failure data, on the general range of the Individual systems performance and 
character, plus consideration of current and standard design practice and tech- 
nical development In the state of the art. 

E. Program to Establish Review - Point Criteria for Relifc-oility Monitoring 

The objective of the Hughes Aircraft Company 3tudy v 3 to develop a reli- 
ability estimation technique which will utilize reliability indicies of equipment 
characteristics other than component part populations^/. These Indices were 
developed by a statistical analysis. .The prediction equations and constant 
multipliers were obtained by a linear multiple regression computer analysis. 

The equations that wer» developed were for six specific type» of equipment. 
These equipments were: 

1. CRT Displays 
2. Radars 
3. Radio Transmitters 
k.    Radio Receivers 
5. Radio Transceivers 
6. Buffering Equipment 

T;e characteristics which were chosen as possible Indicators were: 
1. MIL-BDBK-217 Reliability handbook ectimate of MTBF 
2. Prime power input 
3. Power dissipation per unit volum* 
If. Peak power output 
5. Average power output 
5. Efficiency 
7. Circuit bandwidth 
8. Turning range 
9. Sensitivity 

10. Ratio of types of assemblies used once to total types of assemblies 
11. Ratio of connectors to total parts 
12. Packaging density 
13. Power per active element 
Ik. Power supply regulation 
1$. Acceleration voltage 
l6. Mlnumuo sweep range 

199 ! 

i 



17- Noise factor 
18. Gain bandwidth 
19. Selectivity 
20. Ratio of operator adjustments to total adjustments 
21. Ratio of moving parts to total parts 
22. Ratio of standard parts to total parts 
23. Thermal hot spot temperature 
2k. Clock pulse rate 
25- Tolerance of clock pulse rate 
26. Storage capacity 
27• Bits per word 
28. Existence of contractual reliability requirement 

CHAPTER IV 

COMPARISON OF NEW PREDICTION TECHNIQUES 

A. Limitations 

The technique developed by Research Triangle Institute is limited in its 
range of applications because of the complex mathematics required. In order 
to employ their technique one must design an adequate experiment, build suf- 
ficient circuits to obtain measurements, take measurements and then us lag a 
computer obtain the desired constants for insertion desired answer. Since 
this technique is based at the circuit level the process must be repeated many 
times over in order to analyze an entire equipment or system. If the circuits 
which are being employed are complex, the number of circuits required would 
be tremendous. 

Since the process is quite time consuming, it does not appear to be work- 
able at the level of the design engineer. If the designer has enough time and 
information to build actual circuits, he could Just as veil build an experi- 
mental model and run some tests to determine an estimate of the reliability. 

The prediction techniques of Federal Electric, Ariac, and Hughes Aircraft 
Company are limited as a result of the statistical analysis used to determine 
the regression equations< 

In a statistical analysis such as used in the development of these pro- 
cedures, the validity of the predictions are subject to doubt if the range 
limitB of the input data are exceeded. The assumption is made for these 
procedures that the design of a new system will comprise elements and prin- 
ciples similar to those of the designs considered in the analysis. Accord- 
ingly, the procedures are of questionable value for use with systems whoae 
parameters are outside the ranges encountered in the study. 

B. Validity of Procedures 

Despite the disadvantages of the Research Triangle Institute technique, 
their study did make a major contribution in the area of recognition of basic 
differences between drift failure and catastrophic failure. Until now, the 
assumption has been made that electronic equipments do not wear out, and that 
they display a constant hazard probability.  As a result of this study, it 
becomes apparent that electronic components do display a drift characteristic 
-'hich ;nay result in operation out&idc tt specified iim.it which would then con- 
stitute a failure.  If for some reason, one desires to separate degradation 
failure probability from catastrophic failure probability, this technique is 
one of a very few which offers a solution. 
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The other prediction equations, being based on field reliability data, can 
be expected to give fairly accurate indications of the performance of new systems 
In the field environment.  In these studies, any complaint against the systems 
which necessitated corrective maintenance action i.as assumed to be a failure, 
whether the cause was fundamentally due to the design of the equipment or to 
the environment, maintenance policy or other external 1 actor. For this reason, 
it may be anticipated that the MTBF's predicted from the equations may be some- 
what lower than MTBF's computed from da\a based only on catastrophic failures. 

The question arises as to the extent that past experience (as represented by 
field data) can be utilized in the prediction of the behavior of new designs, 
particularly since the standard deviations and confidence limits are really only 
measures of how well the regression equation fits the available data. Tie val dity 
of the prediction procedure described herein, and the statements co jcern;.ng th* 
confidence intervals, rest on the assumption that the new system nas the same dis- 
tribution, of characteristics as those systems which were used to generate the data 
for this program. An assumed corollary is that the prediction equations are valid 
for systems designed and fabricated according to the engineering practices of the 
time interval (19^9-1962) associated with the systems of these study programs. 

C. Engineering Significance of Coefficients 

The development of the prediction equatijns have bien based on a statistical 
approach, without "igorous analysis of the engineering or cause-^nd-effeet rela- 
tionships between the system parameters and reliability. Wh'1., some of the 
relationships can be Justified intuitively, it is not valid to assign engineering 
importance to the coefficients. (For example, while a correlation has been shown 
between power consumption and MTBF, a high-power consumption is not necessarily 
the cause of a lower reliability. It may be that increased power consumption is 
an additional measure of complexity, which in turn influences reliability.) 

For these reasons, it Is not valid to attempt to combine the individual pre-" 
diction equations in an attempt to arrive at new results or to gain insight into 
the fundamental cause-and»effeet relationships affecting equipment reliability. 
While these considerations Impose limits on the interpretation of the results, 
they do aot adversely affect the ability to predict reliability. 

D. Comparison of Techniques 

The following table will compare the Research Triangle Institute, Hughes 
Aircraft ComjJfeny, Arinc Research Corporation, and Federal Electric Company, 
Division of ITTf reliability prediction techniques. The points of comparison 
will be: 

1. Method of estimating reliability. 
2. Applicable stages of development when techniques are to be employed. 
3» Type of equipments for which the techniques can be employed. 
I*. Analysis approach used. 
5- Analysis technique used. 
6. The reliability index used. 
7« Reliability indicators considered in the techniques. 
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TABLE 2 

COMPARISON OF RELJÄELITy ESTIMATION TECHNIQUES 

Point of 
Comparison RTI Hughes Ariuc FEC 

Proponed 
Original 
Techniques 

Method of Mathcmatica. t Binder Linear Nomo- Product ©f 
estimations model weighted logarith- graphs & factors ob- 

function uf matlc curves of tained from 
reliability weighted failure linear graph: 
indices function of 

reliability 
indicators 

rates 

Applicable Post- Pre-Circuit Pre-Clrcuit Pre-Circuit Pre-circuit 
stages of Circuit Design Design Design Design 
development Design 
for technique 

Equipment All Elec- Specific General Specific Specific 
type tronic types all types for radars types listed 

circuits listed of ground 
electronic 
equipment 

and ground 
communica- 
tion equip- 
ment 

Analysis Comparison Statisti- Statistical Statistical -"SUSHHSaT 
approach to known cal analysis analysis of analysis of analysis 

transfer of existing existing existing of existing 
functions equipment equipment equipment equipment 

Analysis Method of Multiple Multiple Correlation Multiple 
technique least 

squares 
regression regression and non- 

linear curve 
fitting 

regression 

Reliability 
Index 

Percent     MTBF 
probability 
that output 
value lies 
between ac- 
ceptable limits 

MTBF MTBF MTBF 

"(continued) 
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TABUS 2 (continued) 

COMPARISON OF RELIABILITY ESTIMATION TECHNIQUES i 

Point of 
Comparison RTI Hughes Arinc FEC Proposed 

Origl&al 
Techniques 

Reliability Fart para- Handbook Number of" Active Ratio of 
indicators meter dis- predictions active ele- element handbook 
considerod tributions ment« by groups predic üion 

Pover dis- type old design to 
sapation Noise handbook pre- 
per unit Number of safety diction of new 
volume cathode ray 

tubes 
margin design 

Printe Peak Ratio of power 
power input Number of 

transmitters 
power dissapation per 

unit volume of 
Power supply Carrier- old design to 
regulation Highest 

frequency 
to-noise 
ratio 

new design 

Minimum Ratio of prime 
sweep range Analog or Number of power input old 

digital multiplex design to new 
Accelera- type equip- Channels design 
tion voltage ment 

Ratio of peak 
Peak power Steerable power output 
output or fixed 

antenna 
old design to 
new design 

Average 
power output Maximum DC 

Voltage 
Ratio of aver- 
age power out- 

Receiver put old design 
noise Rated to new design 
figure power 

Ratio of receiver 
Receiver Ratio of noise figure old 
gain tuning design to new 
bandwidth range to 

highest 
design 

Ratio of frequency Ratio of receiver 
types of gain bandwidth 
assemblies old design to 
used once new design 
to total 
types of 
assemblies 

(continued) 
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TABI* 2 (esatiaued) 

CÖMFARISGtf OF REuSÄBXLIT? tSFmSWg WCBS2SP&S 

RJTnT of1 

Cospariscm RTI Hughes Arinc 
"Proposed' 

FBC 

~RaCio of1 

operator 
a&jttHtmsats 

to total 
adjustments 

Ratio of 
«oidjig parts 
to total 
parts 

Ratio of 
connectors 
to total 
parts 

Techniques 

Ratio of """""" 
operator 
aajustaeents 
old design 
to new design 

Ratio of 
warizg parts 
old design 
to sew design 

Ratio of 
connectors 
old design 
to new design 
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CHAPTER V 

RELIABILITY PREDiqTIOft BY INDEX COMPARISON 

General 

This chapter of the paper will be devoted to presenting a new method of pre- 
dicting system reliability which is the original work of the author. This new 
technique will employ a system of comparing the reliability of a new design to 
that of an existing design for which the reliability is known. The basis for 
comparison will be the ratio of indices of the new design to thi old design. 
Each type of equipment will require a different set of Indices, graphs, and 
weighting factors. The technique will be demonstrated in this paper for radio 
receivers only. Examples of a few of the indices to be used are: 

1. Sensitivity of new dcBign. 
Sensitivity of a design with known reliability. 

2. Circuit bandwidth of new design. 
Circuit bandwidth of old design. 

3« Prime poyer input of new design. 
Prime power input of old design. 

This technique offers several advantages not available in earlier techniques. 
It allows a designer to investigate the »ffeet a design change will have on th* 
reliability without having to consider other indices as well. No concern need 
be given to the number of Indices available or to the availability of certain 
combinations of indices. 

B. Limitations on Data 

Data, of the type required, to design a statistically sound experiment Is 
not readily available. As a result, the data which is used to Illustrate this 
technique is not meant to bs mathematically conclusive, ""t should be noted th&t 
the results are based on twelve samples of equipment, vei*y few of which are dup- 
lications of ehe same item. If one desires to employ this technique, he must 
first obtain a data set which is complete enough to satisfy his statistical needs 
and then he can continue on with the eanloyment of the technique. This technique 
in no way relies on the statistical validity of the data; it is strictly an eng- 
ineering approach which employs certain statistical tools. If the data is improved 
to suit these statistical tools, the outcome will obviously be a more accurate 
prediction. 

C. Data 

The data presented in Table 3 are examples of the type of data required for 
employment of this technique. They were obtained from existing Army, Havy, and 
Air Force equipments. 

p. Technique 

This prediction technique requires that the data for each reliability index 
of the old design for which the reliability Is known, be plotted as the independent 
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TABLE 3 

RELIABILITY E3TIMATI0R DATA COLLECTED On RADIO RECEIVERS 

Equipment No. 

1 2 3 k 5 6 

Field Estimate of Mean Time 
Between Failures, (MTBF Hours) 132 221 876 IO6O 250*» 2251 

Reliability Indicators 

M2L-HDBK-217 Prediction 
of MTBF (Hours) 

192 19^ 910 720 1230 IßkO 

Power Dissipation/unit Volume 
(Watts/ft3) 396 396 205 210 59 59 

Sensitivity (Decibels) 10 10 28 Ik 3 "3 

Prime Power Input (Watts) 330 330 85 72 88 88 

Selectivity (Decibel») 60 60 k 7-5 * m 

Gain Bandwidth (Decibels/ 
Kilocycle) 1000 1000 8U00 2800 k.B k.6 

Bandwidth (Kilocycles) 100.0 1Ö0.0 300.0 ^00.0 1.6 1.6 

Tuning Range (Megacycles) 175.0 175.0 5-7 1U.8 • 59 7.75 

Power per Active Element(Watts) - - - - 0.33 0.31 

Packaging Density (lbs/ft3) 62.2 62.2 1*7.0 1.8.0 26.7 26.7 

Ratio of Moving parts to total 
parts 0.038 0.038 0.1*9 0.67 _ • 

Ratio of connectors to total parts 0.068 0,068 0.1+9 0.57 - - 

(continued) 
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TABLE 3 (Continued) 

RELIABILITY ESTIMATION DATA COLLECTED OS RADIO RECEIVERS 

Field Estimate of Mean Time 
Between Failures (MTBF Hours) 

Reliability Indicators 

MIL-HDBK-217 Prediction of 
MTB? (Hours) 

Power DisBipation/unit 
Volume (Watts/ft3) 

Sensitivity (Decibel*) 

Prime Power Input (Watts) 

Selectivity (Decibels) 

Gain Bandwidth (Decibels/ 
Kilocycle) 

Bandwidth (Kilocycles) 

Tuning Range(Megaeycles) 

Power per Active Element(Watts) 

Packaging Density (lbs/ft3) 

Ratio of Moving parts to total 
parts 

Ratio of connectors to total 
parts 

Equipment No. 

k.e 2.7 

1.6 5.1* 

30.0 28.0 

O.31 0.U0 

26.7 30.8 

10    11 12 

2060   2065    2120   U050  750   ikO 

16*40   1150    IO7O   1510  1575  1*80 

390 720 30 too 

65.0 90.0 10.0 1*0.0 

175.0 175.0 175.0 175.0 

1.13 0.1*9  0.67 0.ü7 

1*2.5 35.1 15.0 22.0 

59 129 - - 35 35 

3 0.5 6 8 3 10 

88 155 350 110 1U0 520 
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variable. A straight line curve ia then fitted to the set of points obtained 
using the method of leaat squares. This method sums the squares of the vertical 
deviations of the plotted points from the straight line curve. The line resulting 
in the lowest absolute value of the sum of these squares is the best fit (wore 
detail on this method can be obtained from any standard statistical text)« If 
the resulting line is horizontal the index plotted is not a good indicator of 
reliability and should be discarded. Those indices resulting in a straight line, 
having a finite slope should be used in later computations. 

Those indices which appeared to be significant by the linear plot method are 
then employed in a linear multiple regression analysis like the one employed by 
Hughes Aircraft Company presented earlier in this paper. 

The results of this multiple regression indicates which indices are signifi- 
cant and what the relative weight assigned to each index should be. 

The significant indieies are then plotted as earlier with the index as the 
independent variable and the MTBF as the dependent variable. 

The next step requires that the data be normalized« This is accomplished 
by dividing »11 MTBF's by the average MTBF. The factors resulting are the 
ratios of MTBF s. The independent variable is also normalized by dividing 
each value of the index by the value associated with the average MTBF. This 
results in a set of ratios of any index over a reference Index. 

If an estimate of the effect of a design change is to be made, the ratio of 
the Index of the new design to the old design, for which the reliability is known, 
must be obtained. Using the curve of ratio of indices versus ratio of MTBF's, a 
ratio of MTBF'o nan be obtained. This obtained ratio indicates the effect a 
design change will have on reliability. 

E. Illustration of Technique 

This illustration will be a step by step procedure one would follov if he 
desired to estimate what effect various design changes would have on the reliability 
of a radio receiver. 

Step 1. Obtain data on as many of the indices listed in Table 2 under proposed 
original technique as possible, amd any other indices you may feel will be a signi- 
ficant indicator of reliability for as many radio receivers as possible» This data 
should be arranged in a table like Table 3 used in this example. A minimum number 
required would be one more than the number of indices to be examined. This is 
required in order to get meaningful results f-ora the multiple regression analysis. 

Step 2. Plot the obtained data as described in the previous section on Technique 
and fit the best linear curve to the data. Thia has been done in Figures 1 and 2 . . 
for the data in Table 3. Only those indices are plotted for which there is a com- 
plete or near complete set of data. By observing these plots only five indices 
appear to be significant. j 

I i 
Step 3« The data on the five indices should then be run on the multiple 

regression program presented in Appendix I. The results of the multiple regression 
analysis indicated that only four wer« true indicators of reliability. Power dis- 
sipation per unit volume was closely correlated with prime power input and did not 
contribute any significant information. Since the set of data for power dissipation 
per unit volume was not complete, it was selected as the index to be eliminated. 
One ox  the advantages or using multiple regression is that it removes all blasad 
indicators and assigns heavier weight to those that are better indicators.  If all 
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possible indicators are explored, any false indicators will be eliminated. 

Step k.    Replot the true indicators as in Figurea 3, h,  5, and £ and fit the 
best linear curve to the data. 

Step f>, Normalise the data on both axis as described in the previous section 
on technique by dividing by the average value of MTEF which is 1,509 hcyrs, snd 
average value o. the index being divided and re-nuafcer both axis with the new 
ratio designators as is done in Figures '],  8, 9 and 10. 

Stcpo, If a design change is proposed which will vary the prine power input 
fro»~§5o to 300 watts, examination of Figure 9 indicates that the reliability will 
be reduced by a factor of .85. 

Step 7. If a numerical estimate of the reliability is desired, a known design 
not used in the data sample should be selected and the ratio of priase power input 
for the new design and prime power input for the old design should be computed. 
Enter Figure 9 at this value of index ratio and read the value of MTBF ratio. 
Multiply this ratio times the known MTBF of the old design and obt&ln the eetimete 
of the MTBF of the new design. 

F. Evaluating Several Indices At One Time 

MTBF 

V where; 

If one desires a more accurate prediction, he can consider the effects of 
several indices at the same time. The formula used is 

Hk I?* *»    ^«.«.    Mfc» MTBF of the known design 
wa* weight of Index 

I « ratio of MTBF's for Irdex obtained from 
appropriate graph using correct ratio of indices. The weights are obtained from 
the multiple regression analysis using the technique described in Appendix II. 
Dividing the result by the sum of all the weighting factors will cancel out the 
effect of the weighting factor on the magnitude of the final solution. 

APPENDIX I 

COMPUTER PROGRAM FOR MULTIPLE REGRESSION ANALYSIS* 

Identification 

Title: 
Name: 
Number: 
Source :>anguage: 
Library Identification: 

Multiple Regression Analysis 
(MLRO) • 
G2-010M 
SCAT 
(MLRG) 

•Extracted from blDliography reference 12. 
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Purpose 

To find a predicting equation for Yj, of the form Yi « bg + kjXil +...+bpXip, 
given n eets of observations on the p + 1 variable» (Yi, X±\,  X«g# •••>Xip) where 
where Yi denotes the dependent variable, the Xi's denote the independent varieties 
or predictors, and i ■ 1, 2,  ..., n. The routine also calculates other related 
statistical quantities, 

Methods 

This routine uses the nethod of least squares; that is, the coefficients 
bQ, b^, .• «, bp are determined so that the quantity S (Y^ -/?^)2 is minimieed. 
i ■ I, 2,  ,.., a. , * 

Usage 

In the following, i« 1, 2, ..., n 
J« 1, 2,  ..., p 
k» 1, 2, •••» p 

For conplilatie» the subroutine must be preceded by two BQU cards setting 
the maximum nunfcer of observations and the maximum number of independent variables 
to be used In the program. These cards must be of the following form: 

Loe. op» Address 

MAXP 
MAXH 

EQU 
BQU 

(integer) 
(Integer) 

Calling sequence: 

Loc. Op. Address, Tag, Decrement 

L 
Ltl 
L*2 
1*3 
LfU  # 

L+5 

TSX 
PZE 
PZB 
OCT 
Error return 
Normal return 

(MMO, k) 
Yl, e, d 
P» 0, n 
ABODE 

Yl Location of the first word of a block of storage reserved for the dependent and 
Independent variables. The n (p+l) words of floating point data «ust be stored 
in successive locations as follows:  Y^, Y2/. ..., Yn, Xj^, Xglf ..., X^, Xgg, 

•••»    Xjj2,     •••»    Xlp,    Xgpj     •••*    AQpo 

The nuatoera in these locations axe destroyed by the routine, but the Yi's will 
have been restored before exit to the normal return if e-0 (see below). 
c-0 or 1. 

If c-0, the Yi's will have been restored in locations Yl through Yl + n upon exit 
to the normal return. 

If c«l, (Yi - ii) will be stored in the above locations upon exit to the normal, 
return. 
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cUO or 1 

If d=0, all variables, Yj. through Xap, must be supplied. 
If d«l, only variables Y^ through X^, oust be supplied, polynomial approsisBation 

is assumed, and appropriate powers of X^ are calculated by the routine and 
stored in locations X12 through Xnp. Adequate storage oust be allowed for 

this. 
p, The number of independent variables, or predictors. 
n, The number of data points of the dependent variable (Yj) set. 
ABODE Five octal digits representing a pattern of 15 binary bits which determine 

the information the routine will print. If a given bit Is 1, the corresponding 
information will be printed; while if the bit is 0, that information will not 
be printed. The following Is a tabulation of the 15 bits and the Identification 
which will be printed with the corresponding data. Further definition and 
explanation of the information given are found in paragraph (A), Explanation 
of Output. 

Identification 

Bit 

A: k'a  bit    (1) MEANS - YEAR, X1BAR, X2BAR, ETC. TO EPBAR 
2's bit    (2) STANDARD DEVIATIONS 
l's bit    (3) CORRELATION MATRIX PXP R(XJ, XK) 

B: k'B bit    Ik)    COLUMN CORRELATION VECTOR PX1 R(Y, Xj) 
2»s bit    {5) INVERSE MATRIX 
l'a bit    (6) STANDARD REGRESSION COEFFICIENTS 

C: k'a bit    (7) REGRESSION COEFFICIENTS 
2's bit    (8) YHAT, Y, I- YHAT, and XU, X12, »*., XLP. 
l'a bit    (9) CONFIDENCE INTERVAL 

Ds k'B bit   (10 ) SUM OF RESIDUALS 
2'a bit   fllj MAX/Y - YHAT/ 
l'a bit   (12) VARIANCE ST. D. 

E: k'a  bit   (13) R SQUARED 
2*a bit   (lk\    F TEST 
l'a bit   (15) T TESTS (j - 1, 2, ..., P) 

The programmer must define MAX?, MAXN, (OUT AND COMMON). An error return will 
occur for any of the following reasons: 

(1) n-p-lT 0. 
(2) The confidence Interval is imaginary. 
(3) Any component of the correlation matrix is indeterminate, in which ease 

INDETERMINATE will be printed In place of the correlation mc.trix. 
(k)   The correlation matrix la singular, in which case SINGULAR will be 

printed with the heading for the correlation matrix, and the correlation matrix 
and eolftnsa correlation vector will be printed out, if requested, in the calling 
sequence. The correlation matrix vili be called singular if 1 - rj Jkj < 10 - 7. 
The correlation matrix may be singular for other reasons, but these are not 
considered. 
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Storage Requirements 

Subroutine: 1?62 + 6 (MAXP) + (MAXM) + (MAXN) (MAXP) + (MAX?)2 

Common; 8 + 2(MAXP) 

Exempt Symbols 
(MCBG) 
(A) Explanation of Output 

In the following: i«l„ 2, . . .,a   J«l, 2, ..», p    k=«l, 2, ...,p 
The number In parentheses used below correspond to those printed as part of the 
identifying headings for the data vhich is printed out (see USAGE).y 

(1) The arithmetic means Y, Xj^ Xgp ..., Xp. For example, Y» jp|¥j, 
(2) The standard deviations of the quantities Y, X\,  ...» Xp. For example, 

the standard deviation of Xi is i T 

<3> »■J*-* (x^-Xj) (xJk-xk), ■*> 4 (Yi _ ¥HXii . Xi>. 

»00 -4 
1 (Yj - Y)2 

then the "normal equations of least squares* after an appropriate sealing, may be 
written as fr(X,xfi[b*} - fr (X,Yjl vhere [r(X,xl is the pxp symmetric correla- 
tion matrix whose elements, T*k, are printed;" 

(1+) The elements of the pxl column correlation vector jr(X,Yl , [r(Xj,Y?. 

(5) The elements of the Inverse of [r(X,xj| , denoted by fr(X,X)j "K 

(6) The standard regression coefficients* which are the aleraents of the pod 
column vector (b*l « jr(X^)]*1 fr(X,Yj| denoted by bj*, ..., bp*. 

(7) The quantities bo, bj., ..., bp are the regression coefficients. "Sm bj 
are related to the bj* by the equation bj » bj* 

V  aff     endb0-Y - TbjXj. 

(8) xjL, Ij,, Y1, - f., and X4». X^, ..., X. . *2he J^s  are computed fro» 

^1 " V^DjXy, 

(9) If one assumes that Y is normally distributed with variance(f2, Indep- 
endent of the X'a, thtn a (1-9") 100-percent confidence Interval for the average 
value of Y corresponding to a given set of XJJ'S is given by YV: + tT , 



Q  ?i where t"Y - n-p-1 (found iß statistical tables), is the up per 100V 
at point of "£;udents" -t distribution with n-p-1 degree«; of freedom, ■ 
-Pr { Jtc-p,^ W, Q_p_1 ). For sample, if f =0.05, n=25, and p*5, 

O.05.19 "   2.093. , 1*« quantities printed are computed from 
.» mii» '■'— 

n-p-1 
percent point of 
i.e. 
then t, 

where 
:Jk *    fil 

and the djk are the elements of 
-1. 

r————~     and the djk are the el 

(10) The sum of the residuals, if (Y±    - ^t).    Theoretically, this should 
be zero. 

!ll) The maximum residual, in absolute value. 
12) The variance, an unbiased estimate Qfg'S > i8 computed from Af

2 « 

5^p=T T (yi - Yi)2.  If n-p-1 - 0, the quantity printed is * *Yi "Tl*2» 

which theoretically should be zero. The square root ot(f'2f  the »stssßBjrd ieviatioa; 
is also printed. £,       2 

(13) The quantity R* ie computed from R^«= 1- f *Yi - *>  

where R is the coefficient of multiple correlation.   *     The quantity Yr 
measures the percentage Improvement, using the predicting equation, relative to 
using the mean, Y. 

(Ik)   The F-Test for testing the overall significance of the regression 
function is effected by computing p„ I m-p-li      * R2 t  (which is printed) ra  m 
and comparing to E 2* • (pin-p2l)(found in statistical tables) where7f- 
P*(*nL,n2FY»  (01**02 , ni.«p, ng-n-p-l. For example, if p»5* »»S?* "0.05a t 
would have'to exceed» 2.7$ to be considered significant at the 5-percent level. 
If the F-test is significant, one can then determine from the t-test vhieh of 
the p predictors made it significant. 

(15) The t-test for testing the hypothesis BJ=0, where BJ is the mean of 
bj, is carried out by computing .    b. 

. . flf V CJ        Th« *A'8 ■*• Printed. 
If |tj| , tg»i n-p-l> t&en Bj is said to be significantly different from sero at 

the 100 perdfent level. If n-p-l«0, the F value printed will be zero and no t 
values will be given. 

(B) CHECKS 
1. The inverse matrix should be symmetrical. 
2. The eleidents in the main diagonal of the inverse matrix should all be 

positive. 
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3« The SUM of the residuals should be nearly zero. 
k.    The quantities It should all be greater than   i. 

(C) REFERENCES 
1. Ostle, B., "Statistics in Research," Chapter 8, The Iowa State College 

Press, Ames, Iowa, 1959« 
2. Anderson, R.L. and Bancroft, T.A., "Statlatlcf-1 Theory In Research", 

Chapter lU, McGraw Hill, 1952. 

APPENDIX II 

USE OF REGRESSION EQUATIONS FOR DETERMINING WEIGHTING FACTORS» 

The purpose of this appendix is to show that relative weights of various 
indices can be determined from the regression equations. 

The form of the estimating equation is: #Y=R-g   a Ia Wa 
0jT and the form of 

a regression equation is: R - AQ + kfa + A^Xg'f ...ApXp where AQ Is a conotant, 
the Aj/s are constant coefficients, and the X!s are Uie values of the indicators. 
To demonstrate the method of extracting the weighting factors from the regression 
equation, it is necessary to present tables of toe coefficients of the regression 
equations. If there are p a's p such tables will be presented. 

These p tables would represent the regression equation for the first available 
Indicator, the first and second available indicator, the first, second, and third 
available indicator, etc. The coefficients in any one table will fulfill the 
function of providing the relative weights of each a used in the equation, while 
the particular equation used fulfills tue fune Ion of weighting the availability 
of information on the indicators. 

To derive the weighting factor it will be shown that the regression equations 
can be converted into the form of the estimating equation. Consider the case 
where there are a a's. There are then pi -1 regression equations. 

&L - AQ, 1 + Ax, fa 

*2  * *0» 2 + *2* 2*2 

Kp " Aop + AppXp 

Vl "^»P+l   + A
1JP+1 

Xl    + A2,p+lx2 
R*jj\i A0j^T+ Aa^fXa   +...  (all a in equation^) 

Rp!-2 " Ao(p»~2) + A1(p..2)Xi +...Ap_i,  (pI-2) Xp-x 

RpJ-1 - Al(pl-1) + Al(pM) *1 +... +Ap, (pl-1) Xp 
The general symbol for the number of a regression equation is*^ and the general 
symbol for identifying a reliability indicator ia a. 

Let the first p equations be teaed to define RB and Ift. Take BB- l/p Z 

Ao>jL and define ^ as V *Q,a * Va Xa     /v» 2, ...p *"-l 

RB 

♦Adapted from bibliography reference 12. 
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For the first p equations,, let WaTf be given by V&*Y"  1    **$ 
wa/| ■ 0    a»^f 

Then the first p equations can be written in the proper form, i.e., 
RT*% ? IaWa,t   >1, 2,...P 

Let us rewrite the regression equations for *3f>p in the following ways 

where i, j, k... range over all the a's la the ^^ regression equation sod s 
is the total nustoer of. ft'» in the ^ to equation, e.g., 

Vl s (Al#P+lXl + AQ^I/^) + (Ag^x Xg + Ao#pfl/8) 

the regression equations now have r... term for each reliability Indicator that 
appears in the equation. If we lot the weight be' sero for the a'* that are BO« 
present in an equation then It Its possible to compare eaoh term in the rewritten 
regression equation with a non-aero term In the linear weighted estimating 
equation, e.g., 

*f" tH,fx± + *0,fM + (Aj.^Xj + tyf/n) +.,. and 

where again a takes on the values i, J, etc. If we replace Rgla by A^ ^ + Ag^ 

we have the following general formula for the weight»? 

Vf -    VT*»**0*'» 
Aa,»3^ + Ao>ft 

is present in^ta regression equation 
is not present lnl*" regression equat 

a 
a is not present infl™ regression equation 
This completes the proof that the coefficients in the regression equation can v-% 
converted into the coefficients required for the estimating equation of tbe pro- 
posed technique« 
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A MODEL FOR EVALUATING AND SELECTING FUTURE 
ARMY FUEL SYSTEMS 

by 
Mr.  Sidney Sctbelraan 

Office of the Chief of Engineers 
Engineer Strategic Studies Group 

ABSTRACT:     The concept of a Nuclear Power Energy Depot  (NPED)  is  being 
studied to meet  the Army objectives of reducing the long logistics 
tail and  increasing the mobility of the  field Army.    The goal  is 
improved coat-effectiveness, where effectiveness  implies combat effec- 
tiveness.    Thus, a mathematical evaluation model should  Indicate how 
alternative  fuel or energy systems are  related  to  the efficiency of an 
Army's  response rate and mobility in completing a mission.    The  possible 
effect of an NPED mighc be as  revolutionary as a change  from mule  to 
truck transportation. 

This  paper explores only the problem of establishing a decision 
model  into which data produced by engineering studies and scenario 
plays will be inserted.    An earlier classified paper  (Ref.  1) on  the 
subject  of  the  future Army's   fuel  or energy system was   presented at 
the* 1964 Array Operations   Research Symposium.     This  has  been a continuing 
study by the Engineer Strategic Studies Group.     The concepts and objec- 
tives are now reexamined  for  interpretation  into quantifiable cost- 
benefit or cost-effectiveness measures  for total  system analysis. 

The concept of a mobile,  compact nuclear reactor  (MCR) which can 
move  forward with  the combat  forces and be relatively independent of 
long logistic  lines  Is  in competition with cheap and efficient  petroleum 
(POL)  systems, which are already established.    The nuclear reactor has 
certain alternatives   in  its own design,  size,  and characteristics and 
also  in its  type of energy output,  specifically,  either chemical  fuels 
lika ammonia and hydrogen  (extracted  from air and water) or direct 
electrical output,     The Army aircraft vehicles using the output of the 
Nuclear Power Energy Depot may have  turbine engines,   fuel cells,  or 
electrochemical energy storage systems   (EESS),    Associated with these 
devices, a vehicle system may have a mechanical or hydraulic drive or 
either a single electric motor drive or Individual wheel electric 
motors.    For evaluation of all  feasible alternatives,  the technology 
of the 1975-1980 time frame la  to be considered.,    An unclassified 
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technics! description of the Nuclear Energy Depots and using devices 
is given in Reference 16. 

Table I indicate» the three mobility classes of the NPED that arc 
being studied. The nobility Class I package of 35,000 pounds is 
preferred for greatest ease of transportation over fair roads and 
across 20-ton bridges, but the nobility Class III NPKD has alraost 
four times the output of Che C.&fä  I depot. The Class III NPED's 
travel however, will be more restricted but not more ec than that of 
a tank remover plus tank, which weigh 100,000 pounds. Almost four 
times as many Class I depots will be needed as Clasg III depots to 
produce the same amount of energy, but the Class I depots can be 
movad more easily and more closely to the FSBA (K-at Edge of the 
Battle Area). A class I or III depot may cost about the same in 
research and develcpment, production, and operation and maintenance. 

TABLE I 
NPBD MOBILITY CLASSES 

Class 

I 
II 

III 

Max. Wt/Unit (lb)   Max. Output m  (electric) 

35,000                  6.3 
65,000                14.7 
100,000                23.7 

Equlv Gal POL* 

5,360 
12.5C0 
20,000 

1/ Using an equivalence of .75 KW/gal POL and a double transfer 
of energy efficiency of (0.8)(0.8) - 0.64. Thus, multiply aagawatts 
by (1000)(.64)/.75 or 850 to obtain equivalent gallons. 

Table Ila lists the alternatives being considered.  The one 
alternative previously considered but no longer a candidate is the 
I.C. (internal combustion) engine using ammonia as a fuel.  Its 
elimination it not asad on ability to use ammonia in an I.C. engine 
(as can be done and even with engineering efficiency equivalent to 
that of POL if a supercharger is used), but primarily by the time 
frame which, with vary little doubt, can permit the development of 
the more efficient fuel cell using ammonia. Other considerations 
negate the ammonia-I.C, engine such as ehe larger fuel tank for ammonia 
to get equivalent mileage or running time; about 2% times greater 
weight of ammonia is needed. Table lib Is a rearrangement of Table Ilka 
to consolidate the fuel or energy input possible for each user equipment. 
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TABLE II« 

Altn Fuel or 
Pqerev Input. 

Intermediate 
field Storase 

Associated 
Field Conv-rsioffi 1^75-80 y$CM& 

A • fc C 
1.  POL 
a. Mcgaa 
b, Dieeei 
C, Av£«s 
d. Je*: fuel 

I.f5-gel can 
I (Jerrican) 
JCollapsible 
jtank 
\Truck tank 

la-none needed 
lb-Field I.e. 

electric 
generator^* 

Al/Bl/CU-Turbine engine 
aircraft 

Al /Bl/Clb-EKSSlArehiclei' 
Alrf/Bl/Cla-'X.C. engine 

vehicle 

2. Ammonia, 
iiq, 
anbyd 

2. Truck tank 2*-none needed 
2b-Fuel cell 

van mounted 

A2/B2/C2«»Fu«I cell vehicle 
A2/B2/C2b-EESS vehicle 
A2/B2/C2&-Turbine engine 

airccaft 

3. Hydrogen, 
liq or 
sludge 

3. Truck tank, 
special, 
insulated 

3a-none needed 
3b-Fuel c«ll 

van mounted 
3c-Turbine 

generator 

A3/B3/C3a-Turbine engine 
aircraft 

A3/B3/C3a-Fuel cell vehicle 
A3/B3/C3b-EESS vehicle 
A3/B3/C3C-EESS vehicle 

4. Electricity 4a. EMS 
storage 
van 

4b.  "Jerrican" 
replace- 
ment 
module 

4. none needed 

_    — — ■■-  

A4/B4a/C4-EESS vehicle 
A4/B4b/C4-EZS8 vehicle 

1/ This would be an emergency or slack equipment where POL is indigent, 
e.g., CORDS. 

%J  All ground vehicles are expected to have electric drive«, except 
perhaps I.C. engine vehicles. 

2J  BESS denotes an Electrochemical Energy Storage System, consisting of 
• regenereble electrochemical cell (a secondary battery). 
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TABLE lib 

Fuel or 
l???-«0 User Eil&E&Y AMEiL&M, SUDDIV Sources 

Current I, C. engine FOL POL supply line 
vehicle 

Fuel Cell Vehicle I. AusBsorii« 1. NPED/Aaaonic Plant 
(electric drive) 2. Hydrogen 2. HPED/Hydrogen Plant 

EESS Vehicle  (electric Electricity 1. NPEO direct output 
drive) 2. 

3. 

EESS  intemediAte storage 
van 

"Jerrican" replacement 
module 

fc 4. Fuel cell  intermediate 
i 

5. 

6. 

storage van  (NH3 or Hj) 
Fisld turbine generator 

(muitifuei) 
Field I.C. generator 

(emergency) 

Turbine Engine 
AlrcraftI/ 

1.  POL See above. 
2. Ansnonifi 
3. Hydrogen 

1/ A regenerative engine once designed to burn hydrogen might easily 
be used for POL or ammonia, provided the fuel tanks are properly purged 
or exchanged. 

A brief word about the 1975-80 time frame would not be remiss.  It i= 
expected that the clear cost-effectiveness advantage of certain technological 
developments will Introduce them by 1980 with or without the development 
of the HPEO. It is therefore reasonable to exclude their costs from the 
coat'effectiveness study of an NPEL. On the other hani> if the NP£D is to 
be developed and procured, coordination of and influencing the direction 
of development of these other items, listed below, can increase overall 
Army efficiency (i.e., avoid harmful sub-optimisations): 

i. Electric drives on vehicle*. Advances in electric motor design 
and controls indicate both in government and industry that the number of 
automotive parts can be decreased, efficiency increased, and maintenance 
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and operating costs decreased. The efficient, electric-producing fuel 
cell and EESS then becomes natural candidate» to replace an I.e. engine 
and generator. (See Reference 15 which is basically valid but needs 
technological up-dating.) Ammonia and hydrogen are vary efficient fuels 
for the fuel cell and electricity for the SESS ia obtainable fro« electric 
cutlets (but must be rectified from AC to DC) or electric generators or 
convertors. 

2.   Baal stiii in cjuBMJ&i&ilhgiuah&y vn*i taua laAjsaMtLUau 
As a prime example, a study has been initiated for developing a fuel cell 
to provide the electrical needs of a household; natural gas (after 
scrubbing out catalytic "poisons"?) which contains hydrogen, sight be 
the fuel. Reliable use of fuel cell burning hydrogen haa been demonstrated 
in apace flight«. For automotive uee, see Reference IS. 

3. EESS drive» for acecial vehicles. Golf carts, industrial delivery 
vans and lift forks, hospital motorized chairs, and the like, now exist with 
the conventional types of storage battery.  See also Reference 15. 

4. Vantlv increased industrial ammonia production. The doubling 
of ammonia output capacity by 1970 is expected. The more efficient 
processes might lead to decrease in prices. This portends well since a 
field army type of vehicle, as one using amonia, must still be useable 
under peacetime or CONUS conditions. 

5. Military raoid deployment capability. The C-5A transport plane 
and the RDL (Rapid Deployment Logistics) vessel will be available In the 
l*70's for a maximum 30 day build-up or response time to crisis in any 
part of the world. Althoug POL may be plentiful for initial deliveries 
to overseas ports, the tonnage of planes, cargo vessels, storage tanks, 
pipeline material, tank trucks, barges, and railroad tanks for inland 
movement of bulk or packaged POL is a drag and hindrance to the total 
rapid logistics delivery and supply line problem. 

A totality of analysis must consider: Whole systems to avoid harmful 
sub-optimization; the meeting of the Army's objectives rather than those 
of organizational subdivisions; technical feasibility and engineering 
efficiencies without excluding the costs of RDT&E, investment, and 
operations and maintenance; and, the value of time in quicker responsive- 
ness or build-up to combat effectiveness and in faster conclusion of a 
total conflict. For all of this, the beat estimates of knowledgeable 

*        individuals and groups must be and are being obtained and validated even 
though the hardware systems may not yet have been designed, let alone 
manufactured. 
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A brief background of the problem must be presented in order to 
comprehend fully the mathematical modeling which will follow«  First, 
the claim has been made tuat a World War III conflict would probably 
require twlpe the amount of POL used in World War II. Also, consider 
that in World War II and Korea about 60 percent by weight of all supplies 
shipped consisted of POL. The basic usage demand for POL is compounded 
by the vulnerability of long lines of communications from oil fields to 
refineries and storage points to overseas bases and ports and thence to ■ 
Army Service Areas in the Combat Zone by rail, barge, pipeline, truck, 
and aerial delivery and drop. To assure an acceptable level of 2-31/ 
days of POL supply in the combat £one, supply depots or divisional units, 
in general 42 days of supply back this level up for » total of 45 days 
of supply in the Theater of Operations (see Figure I), Thus, it is 
natural to consider at least a partial substitution for POL with another 
type of fuel or energy that can be produced wholly in the Theater of 
Operations, particularly in the combat zone, as can be feasibly done by 
an NPEO. 

We take no issue here about the claims of limited supply or depletion 
of world quantities of POL. Obviously there must be some limit to the 
underground sources of petroleum, but then there are great potential 
sources of POL, as in recovery from oil shale, whfch promise the extended 
supply of POL for many, many years. Complete substitution for POL is not 
necessarily expected nor is it necessary in order that an alternate or 
substitute fuel or energy source be useful or desirable. As part of the 
problem, unless other fuels, like hydrogen to be burned in gas turbines, 
are developed for Air Force and Army aircraft, POL will have to be 
continued to be used; but most or s.ll  ground vehicles, not having the air" 
lift -weight problem, can feasibly operate on an alternate fuel system. 

The previous Engineer Strategic Studies Group paper (Ref. 1) used as 
a measure of effectiveness of different fuel systems the reduction of 
the total tonnage moved in moderately large Theaters of Operation. Costs 
were not considered, but were reserved for the next or present phase 
where six smaller, relatively isolated scenarios have been selected for 
play. The details of scenario play generate fuel or energy demands and 
costs. In the previous study, however, the plotting of cumulative tonnage 
against time «fter D-day doas provide a picture of potential value for 
alternate systems. 

1/ Reference 12 recommends that field commanders obtain a minimum 
of 2-3 days' supply for an offensive operation and 3-? days' supply for 
a defensive operation. 

L 
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Sutherland (Ref. 2) discusses the advantages of the seencrio-piay 
approach; which is essentially a one-sided game. The advantages 
expected are: 

1. To reveal or permit examination of certain kinds of Inter- 
relations or Interactions. 

2. To uncover missed details In net? concept«. 

3. To give insight into new tactical possibilities. 

4. To reveal important areas of ignorance. 

5. To point up any difficulties. 

We also expect the following advantages from exercising the scenario« 
selected: 

6. A representative variety of environments and condition« are 
Included. 

7. Each scenario serves as a "standard". The effect of the 
"expertness" of the team, good or bad, remains constant. 

8. Fuel or energy demand profiles, with ita peaks and valleys, 
will become known in detail. 

9. Magnitude of output and number of the three different sise 
fuel producers (mobility classes) can be tested out in different location» 
and different lengths of time between moves. 

1C. Numbers of people and equipment needed to support a field 
effort can be estimated accurately. 

11. Fewer replications and lower study costs are involved than In 
using a "stochastic" two-person game, yet the detail .of hourly and dally 
changes in mode and environment can be treated. 

12. Costs involved in the use of alternative systems can be 
collected fairly actively in several ways including by the current 
budgetary and program package requirements, 

The disadvantage of the scenario play, which Is a "deterministic" 
process, lies in Its Inability to show directly the effect of different 
energy systems on the relative combat effectiveness of an organic military 
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unit.  It is hoped, though, that the data generated by scenario play and 
subsequent data summarizations, can be used in evaluation models mirroring 
the Army's objectives. 

In our approach, the scenario-play holds constant the established 
effectiveness, the ability to meet a fuel or energy demand; cost- 
generating activities of the various alternative systems create different 
system costs. The other general approach is to hold the system cost 
constant dnd determine the varying effectiveness of the alternatives 
(Refs. /, 8, 9), not a very practical approach in this problem.  In 
discussing cost-gain (or cost-benefit or cost-effectiveness) analysis, 
HcKean (Ref. 8) cautions against the use of ratios like that of gbii?s 
to costs. He says that good (though never perfect) criteria take the 
form of;  (1) maximum gains minus costs (wherever possible), ''2) maximum 
achievement of an objective for a given cost, or (3) miniinum cost of 
achieving a specified amount of an objective. A variation of criteria (1) • 
will be followed herein. 

The most direct and simplest approach 1 re to an evaluation model 
might be „o consider the set of operations as an inventory or supply 
model in relative isolation from tactics and strategy, the methods "to 
gain, expand, or protect a nation's resources--whether those resources 
are persons, ideas, or materials (Ref. IG)". As an inventory model, the 
essential parameters would be:  quantities, replacement and lead times, 
average rates of input and damand, and the costs of maintaining inventory, 
set-up or replacement, and shortages; the measure of effectiveness would 
then be to find the minimum cost system involved "'- meeting a fuel or 
energy demand. 

A review of a major war effort (Ref. 11 for World Wa*- II) emphasizes, 
howaver, that supply, particulary of fuel (POL) and vehicles operating on 
it, is not inseparable from tactics and tactical planning, since "supply, 
instead of holding her rightf 1 position as the handmaiden of battle, 
could become war'b mistress". After the Normandy invasion and by the 
time of September 1963, COMMZ was unable to meet the demands placed upon 
it, and General Elsenhower halted offensive operations on a large part 
of the front and concentrated the bulk of the Allied resources on a 
relatively narrow front in the north. 

The analyst soon recognises, as in Reference 11, that the logistics 
problem involves a rate of build-up and capability of support, and that 
the latter can strongly be effected by unexpected accelerations, as from 
D-day to E+79 in WWII, and by unexpected delays. Also, when lines of 
communications (LC's) are short, we can adjust to the unexpected or the 
uncertainties of nature more easily than when LC's are long. CDOG (Ref. 13) 
then wishes to:  increase mobility, increase response or reaction time, 
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to cope with a conflict or emergency situation in any part of the world, 
reduce the long logistics tail, and reduce the tonnage of Array supplies 
and equipment. Add to these the need to increase firepower capability 
end improvement of tactics (methods of operation, including degree of 
dispersion), but which are not to be tackled in detail herein. 

In these terms, the NPED concept dots not of itself increase the 
capability of any vehicle to move any faster, but system mobility, here 
defined as rate capability of an army to expand its area of control, 
may be increased. The Nt'.D should be capable of delivery to a field 
army supply point (a key point at which to compare costs *nd delivery 
races of the alternative systems) by C-5A transports and set up for 
operation in a matter of a few days.  The long logistics tail need no 
longer be continuous but might consist of NPEDs in BASEC and AD5EC of 
COMKZ, in Field Army Service Area (FASA) depots, and at FASA or Corps 
Area Supply Points; interarea or intersectional deliveries of fuel 
would not be needed. The tonnage of stored reserves of fuel, equipment 
for storage tanks and pipelines, and of interarea POL delivery trucks, 
barges, railroad cars could be drastically reduced. The supply of fuel 
or energy becomes very much more controllable or deterministic, rather 
than stochasticr to deal with the "unexpected" accelerations. Unexpected 
delays directly related to the length of the POL logistic«» tall, as 
due to sabotage, "black market", submarine warfare, availability of 
transportation, vulnerability to enemy attack and ambush, adverse 
weather, etc., may well be reduced. The cost of prepositionIna POL 
and its storage and pipeline facilities in many parts of the world 
might be obviated. He also need to know whether the Corps of Engineers, 
Quartermaster and Transportation Corps personnel involved in a POL 
lin« of communications will be more or less than the specialized 
personnel needed to operate and maintain an NPED and deliver its fuel 
or energy. 

Whether the Field Armv Supply Point is at a point of infiltration 
ready for expansion (e.g., at a beachhead) or is at a point reached by 
0+30, EW-60, etc., it is a main supply distribution point to the 
divisional forces which do the fighting and advancing.  It is normally 
far enough to the rear of FEBA not to come under direct attack by 
enemy field artillery. This is the key point where the nuclear energy 
depot might be delivered by a C-5A transport plane to support the 
Di«ision Area. See Figure I. 
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Many "benefits" or "payoffs'" have jus': been mentioned but wt 
recognize that each is attainable only at a cost.  To set up an 
evaluation model in terms of costs and benefits (ef£ectivenoss), we 
wil', need to define ter^ and concepts, We need also to relate lability, 
fin^'wer, and dispersion« per References 5 and/^, even though fire™ 
povM for this study is "fixed" by weapon and ammunition characteristics 
and t'.te tonnage delivered is for use by a specified or planned number 
of combatants. Finally, there must be some greater value for higher 
rates of response or of mobility or in terms of time,  shorter leadtiw* 
or response time or a shorter total war, as discussed and modeled in 
References 3 and 4.  Imbedded in the totsl combat snodel is a fuel or 
energy demand created by the need to move tonnage and men as veil ma 
to move the fuel or energy source itself. 

Consider that « threat axists.  The decision to cope with it militarily 
and successfully is made. Alternative plans are postulated, each plan 
having associated tactics and logistics to overcome the restrictions 
imposed by the enemy, weather, terrain human and equipment capabilities, 
etc.  Relying on experience { g.. Reference 12) game theory sed 
gaming, and Lanchester's equations (modified or not}« the number of 
men, Ni, and the tens and kinds of weapons and ammunition, Si, needed 
in the Divisional Area, per man (or group of men) are first stated» 
Data ace expected to be expressed for a Division Day and related to tons 
and to men. 

Pay-off, effectiveness, or the "benefit" of ail operations I« the 
ability to expand its tonnage at a certain rate until the Total Area 
of Interest is in full control. Total Area of Interest divided by 
an average rate of expansion of our Ar^a of Control will provide a 
calculated number of days of combat. The "gross" effectiveness, however 
is obtained at a cost, which when subtracted from a dollar equivalence 
of the gross effectiveness will provide a "net" effectiveness value. 

These various parameters, predetermined by the military plan or 
variables in our study, are defined and symbolically represented as 
follows: 

Z  -  Value or worth of the alternative system considered. 
Unit: Dollars 

D  -  Dollars/ton for set up of a division. 

R,  -  Rate of expansion of division combat forces' area of control. 
Initial unit:  aq miles/day. Arbitrarily, one can say that 
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Its dollar value  la at least equal  to Its  initial  fixed set 
up costs  for men, weapons,  and et^jipment plus  ths variable 
costs  for rations,  fuel, and ammunition to maintain its rate 
of expansion capability for 10 day«. 

T      -      Days of total combat. 

C<     -      Coot per day per ton per man of expenditures which are due 
to losses or consumption needing replacements,  ret-ive», 
And a pares  tc     ring strength up to original.    Included are 
salaries on the basis  that  the men are recruited only 
because the conflict exists. 

C«    "      Cost per day per man-ton-mile of moving, storing, and main- 
taining tons of replacements, reserves, and spares in the 
support areas up to the Army Supply Points.    If preposittoning 
is  involved,  the equivalent cost of moving these tonnages  to 
the' prepositioned points should be used. 

Co    -      Cost per mile per ton-day,  prior to D-day,  to move tons of 
men, materiel, and supplies up to initial point of expansion 
(initial Supply Point). 

t      "      Response time, which  for RDL ships and C-5A transportation 
would  be  from D-30  to D-day. 

Ct)    -     Wartime price  incremental costs,  per ton per day,  if applicable, 
due  to rates of demand exceeding efficient peacetime a  ,'ply 
rates,  e.g.,  POL going from .15/gsllon to   .22/gallon. 

P| - Number of divisional combat area men. 

?2 " Number of support  personnel. 

S2 - Tons of weaponst  combat vehicles, and equipment/division/men. 

S5 - Tons of «maunltion/dlvision-day/man 

Tons of ratiors/divislon-day/man 

S-» - Tons    f fuel/divisior day/man 

8^ - Tons  of non'combat vehicles   in combat areas. 

Sg - Tons of non-combat vehicles  in support «re«. 

L - Miles 

'1 
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First,  the value or worth of a system is: 

10ross    i     [Comhatl 
Pay-Off J - Jccats 

Support Response j Wartine 
Area , - . Tine - j  Price 
Costs . Costs IXncremati 

'I 
Z - DJP1(S  )'T+P1S2J   " C1P1(S1+S34SA+S5)T-C2P2(S1H-S2

+S34S5'f€S6)I"T 

-C3(Sl4S2+S3-««A-»S5)L't  - C4S^'T ^) 

The total combat  time,  T,   is determined by  the average rate of area 
expansion  (Ri) and  total crea  (Aj)  to be covered,  so that: 

-ij- T days (2) 

The expression [p,(S-)'T+P^S-j contains the firepower capability so 

that an Increase in the number of combat men and weapons and/or 
ammunition per man increases the firepower for the same number of days. 
Also, an increase in the rate, R»,would decrease the number of daya 
of combat. If, perhaps, less trucks, S5, were needed in support aras 
to carry fuel and these were assigned to carry more men and ammunition, 
Rl might be increased and the combat time, T, could be reduced in 
several parts of the equation; a higher value Z would result. 

Another addition to the model will have to be made which represent« 
the additional days of combat resulting from the compound probability 
that an unexpected delay or loss in the logistics line occurs simulta- 
neously with the occurrence of a peak demand in the combat sons. It 
is expected that the probability of a», unexpected loss is directly 
proportional to the length in miles of the lines of communication and 
the fraction of coverage, protection, or surveillance of the LOC to 
deter losses. If this fraction is f, a tentative probability model is: 

P(no loss) - (l-f)e"f 

P(loss) - l-(l-f)e~£ - l-e"£ + fe"f 

(3) 

P(no loss) + P(loas) - 1.00 (5) 
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THE SIMULATION AND EVALUATION OF TRAFFIC LOADS AND 
COMMUNICATIONS NETWORKS IN A THEATER AREA 

Mr. Theodore N, Truske 
Combined Arms Research Office 

Booz> Allen Applied Research Inc. 
Fort Leavenworth, Kansas 

Cognizant Agency: U.S. Army Combat Developments Command 

I. PROBLEM 

The design of a Theater Army Communications System (TACS-70) —' is to be 
based upon a survey of theater communications user requirements. In addition 
cost-effectiveness relationships are to be developed which can be used to de- 
sign a minimal cost theater communications system. This paper describes the 
activities related to: 

Obtaining valid, theater-communications-user requirements data, 

• Using the requirements data to determine traffic loads in various, 
proposed communications networks and, 

■ Describing the traffic behavior in terms useful in cost-effectiveness 
evaluations. 

II. APPROACH 

ing: 
The major steps in satisfying the problem requirements include the follow- 

• Obtain the "raw" user communications requirements (UCR) data, 

* Examine the "raw" UCR data for errors and describe the corrected 
UCR, 

♦ Devise a simulation model which will develop communicationa network 
traffic data using the UCR, 

• Develop the simulation model outputs into forms useful for guiding 
the communications system design, and 

Interpret the developed simulation model outputs. 
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A. "RAW" UCR ACQUISITION 
* 

The "raw" UCR were obtained by submitting appropriate forms (samples 
are shown on figures 1 and 2) and instructions to the agencies concerned with 
army support operations in a theater area. 

The TAGS Form I describes the radio and wire nets required for com- 
munications directly associated with intra-unit operations and, where neces- 
sary, the communications between adjacent echelons. Each distinct communi- 
cation network in which subscribers in the unit participate has been entered 
on a separate TACS Form I. For each network, there are listed the number of 
subscribers, equipment allocated to each subscriber by quantity and type, 
type c." installation, and a description of the network including purpose, 
communication range required, alternate means of communication, sec"^ity 
requirements, recording capability, and conference capability. 

TACS Form II develops a qualitative and quantitative description of 
the user communications requirements to be levied upon the common signal 
service provided by TACS-70. TACS Form II has been organized to show calling 
subscribers, facility or unit called, geographical distance between calling 
unit and called unit, specific subscriber in unit called, primary transmission 
mode (e.g., TP or TT), alternate transmission mode, equivalent call minutea 
for primary and alternate transmission mode, the traffic requiring security 
and priority handling, and appropriate comments to clarify specific communi- 
cation requirements. 

The UCR's, as organized, reflect individual user-to-user activity 
either on a unit-to-unit or discrete subscriber-to-subscriber basis, They 
describe basic communications needs unconstrained by any communications network 
considerations. For this reason, it is not necessary to first postulate a hy- 
pothetical communication "system," which must be tailored to accommodate the 
user requirements. 

The UCR's are based, essentially, on experience in past and current 
operations, and, as necessary, extrapolation of theae factors to mission 
oriented operational concepts planned for future implementation. 

1. Communications Standards 

The preparation of user requirements was based upon standards 
related to the operational environment of the theater units. The TACS stan- 
dards serve primarily as a means of integrating unit mission and communications 
concepts. The standards consider both qualitative and quantitative descriptors 
of mission-communication integration. The data base construction, through 
application of these standards, should describe unit requirements in terms of 
type and quantity of each type of communications, its pattern involving the 
unit, and the identification of all traffic sources and sinks relative to 
the unit. 
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The TACS standards specify criteria for Direct Communication, 
Organic Communication, Conference Calls, Communication Range, Sole User Cir- 
cuits, Security, Mobility, Hard Copy, Vulnerability to Electronic Counter- 
measures, Simplicity and Dependability, Alternate Facilities, and Command 
Post Fragmentation. Portions of the more important standards are described 
below. 

• Direct Communication consists of either a sole-user channel or a 
net. The capability for direct communication will be limited to the 
next higher and lower echelons of command and of operational control. 

The capability to link users in conference calls or nets will be 
limited to those elements within a headquarters, or between units in 
a command, where there is a need for immediate coordination to control 
operations in progress. 

Sole user circuits can be justified only by an operational necessity 
for continuous contact between two stations. 

• Requirements for secure communication must be justified by ehe opera- 
tional importance of the traffic, the urgency of the messages, classi- 
fication (considering both the sensitivity of the information and the 
length of time it will remain sensitive), and the volume and frequency 
of the traffic. The delay inherent in passing classified electrical 
messages, as well as the additional personnel and equipment required, 
warrants investigating the use of fast and frequent courier service 
as an alternate. 

• Courier delivery will be relied upon as the primary means of trans- 
mission of hard copy. The use of electrical communications to produce 
hard copy at the terminating instrument is justified only when the 
urgency of the traffic precludes courier delivery and the generation 
of hard copy significantly reduces either the need for transcription, 
the probability of misinterpretation of important messages, or the 
time required to transmit and verify complex or lengthy messages. 

2. Relating Different Transmission Modes 

The UCR obtained in the survey describe the communications require- 
ments for approximately 1000 units in terms of eight types of communications 
means including telephone, teletype, facsimile and data Transmission facilities. 
Because of the multiple transmission modes, the analysis of botn rate and 
volume loads becomes involved since each of the modes has its own quantitative 
parameters. A single parametric descriptor, equivalent call minutes (EQM), 
was used to &impl"^y analysis. For all transmission modes specified, sub- 
scriber communications activity is expressed in EQM per 2h hours. For example 
for telephone, teletype and facsimile, the conversions to EQM are: 

2kk 



Telephone, in call minutes - .1 call minute - 1 EQM 

Teletype, in hundreds of words - 100 words = 1 EQM 

Facsimile, in page inches - 1 page inch   = 1 EQM 

For traffic transmitted by messenger, the conversion factor used was one 
page inch of record traffic equals 1 EQM. This conversion simplified the 
task of equating traffic loads where traffic was diverted from electrical 
means to messenger. 

It should be noted that only the channel requirements for traffic 
originating at the unit can be derived directly from the UCR's as submitted. 
To derive incoming traffic originated by other units, it -ras necessary to 
prepare the standard dominance or communications network matrix. For the 
typical theater army troop list, this matrix would be approximately 900 x 
900. Manually developed subsets of this matrix are not feasible because 
of the large number of needlines that exist between units. Ac IEM 1620 
was used to prepare summaries of incoming trafiic. The sura of the incoming 
and outgoing traffic is tallied in terms of EQM to determine channel require- 
ments. 

3. CORRECTED UCR 

It was necessary to evaluate the UCR!s to determine if the unit 
requirements, as expressed, were minimal, but still adequate to support the 
unit missions, and to articulate the requirements in a way which permitted 
their translation into the requisite communications capability. Three 
methods of sxialysis were employed for review of the TAGS UCR's: 

Comparison of the requirements stated for TACS units with 
those stated for similaa 
environment (TAC0M-2/), 
those stated for similar units operating in a field army 

-27). 

• Coat computation and comparative cost analyses of canmini™ 
cations facilities. 

• Quantitative analysis of communications flow. 

1. TACSt TACOM Comparison 

The relative comparison of communication requirements for like 
units (same TO&E) deployed in the theater and in the field army primarily 
served to examine UCR's as a function of mission and subordination. An 
analysis of all theater units was not possible since the troop lists for 
the theater end for the field armiea differed considerably in unit types. 
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Trunk group requirements for similar units varied considerably 
depending upon the unit subordination. Possible reasons are: the unit 
requirement? were prepared by different analysts, a period of a year or 
more occurred between preparation of TACÖM and TACS requirements and missions 
and operations of units differ between the field army and the theater army» 
The preparation of requirements was based upon nearly identical standards, 
thus variations would not be expected as a result of differences in the 
criteria for specifying UCR, 

2« Cost Evaluation 

The cost computation and comparative analysis, involves prepara- 
tion of four sets of cost data. These are the costs of organic cosnmunieation 
facilities, cost ratios en a unit basis of organic costs per man (based on 
TO&E personnel strength), costs of the common signal service involving trans- 
mission facilities to support the unit, and cost ratios on a unit basis of 
common signal service per man. These cost figures and ratios were summarized 
on a service basis. By presenting this data by Service., i.e., Ordnance or 
Military Police, it was possible to examine relative communications costs 
assignable to particular operations within the theater areas. 

The costs of the organic communications facilities for each unit 
were computed for the equipment listings (quantity and type) for each network 
specified for the unit. The costs of the common signal service support to 
the units were derived as a function of the number of calling subscribers, 
distance between calling and called subscribers, and minimum cost per channel 
kilometer for transmission facilities. The number of calling subscribers and 
the distance between calling and called subscribers were both based on theater 
troop lists and a specific deployment  The costs per channel kilometer for 
transmission facilities u^ed were de\ loped as part of a parallel cost- 
effectiveness study ~2J.    The total costs of the common signal service sup- 
port were divided by the unit personnel strength to obtain costs per man. 

3. Communications Flow Evaluation 

Although three methods were used to determine the validity of 
the "raw" UCR the most valuable one was to determine the average communications 
flow per man into and out of each unit in the theater area. The coramunications 
flow analysis provided quantitative data on the type and volume of each means 
of communication originated or received by using units. 

Because of tha large number of units a.ia the transmission modes 
employed by each unit, an IBM 1620 was used to provide the tabulations re- 
quired. The tabulations showed totel equivalent traffic flow for each trans- 
mission mode (Tp, IT, etc.) in terms of equivalent call minutes (EQM). TO 

provide an additional means of comparison of traffic flow, the ratio of total 
traffic flow to unit personnel strength was computed for each unit. These 
ratios were then grouped according to the following categories; less than 
5 EQM/man, 5 to 10 EQM/man, 10 to 20 EQM/man, 20 to 30 EQM/man, 30 to 50 
£*#•>/wait, jyj  i-u iuu aqpyjntui, axui more xnan ±vv jsQK/mari, 
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The magnitude of t.-affic loads ^or certain units, those appearing 
under the last category above, might require that each individual -of the unit, 
on the average, be committed to hours of transmission time per day. The 
existence of such activity prompted special consideration >off these units to 
determine if their UCR were valid. Usually the values of «ommunicati<».s flow 
per man for different units could be compared, on a eiative basis, to deter- 
mine whether a given units coEaminications demands were oocsistent with other 
similar units«, 

An evaluation of traffic flow data showed that various units in 
the theater area did have abnormally high traffic flows. Each of the agencies 
which had submitted UCR data leading to unusual traffic flows (unusual either 
in terms of its magnitude or its direction, e.g., a unit with moderate flow 
out of the unit but no traffic flow into the unit) participated in a review 
of the UCR to determine if the UCR had been properly prepared and submitted. 
The UCR review showed that certain 7JCR form instructions had not been cor- 
rectly followed and the UCR of some units had been overstated. As a result 
of the UCR review corrected UCR were obtained which, in terms of total 
theater traffic, were reduced to 80$ of the original UCR traffic require- 
ments. 

C. ALTERNATE MODE, PRECEDENCE <U© SECURE TRAFFIC 

In addition to the primary transmission requirements data which were 
obtained as a result of the UCR survey and data evaluation, data describing 
alternate transmission, precedence traffic and traffic/message security 
requirements were also evaluated. 

1. Alternate Transmission Requirements 

The user communications requirements, as stated, are predicated 
on particular transmission modes most suitable to support the operations of 
the user. To permit continuity of operations in the event of failure of the 
primary modes, alternate modes of transmission were specified. The alternate 
transmission mode requirements for each agency were tabulated to show the 
percentage of time traffic might be shifted to a particular secondary mode 
from a specific primary mode. These data were used to develop flow diagrams 
for each contributing agency describing the routing of primary to alternate 
traffic for all communications means. A composite flow diagram, summarizing 
the characteristics of all theater users is shown on figure 3. 

2. Precedence Traffic 

The User Communications Requirements submissions includedestimates 
of types of traffic requiring precedence handling regarding: record traffic, 
voice (Tp) traffic, and operational communications. For eacL category the 
estimates have been stated as a percentage of total traffic. In general, for 



record and voice (Tp) traffic, the major precedence requirements eiiisfc at 
major command headquarters and major operational units. Approximately 3% 
of the theater traffic requires precedence handling* 

3. Secure Traffic 

From a doctrinal standpoint, it might be desirable to provide 
cryptologic protection for all traffic regardless of the specific nature or 
content of the traffic. Since this objective cannot always be achieved 
because of technological, cost or operational limitations, users were re- 
quested to indicate traffic volumes (as a percentage of the total) which 
would specifically require cryptologic protection. Approximately 3^ of the 
total theater traffic required cryptographic protection. 

D. SIMULATION MODEL DESIGN 

The computer simulation model accepts, as input data, the UCR, the 
locations of the theater units, and a description of the communications 
network. The network is described in terms of network nodes, (major net- 
work transmission centers) the node locations and the sets of node connec- 
tions (see figure k).    The program will accept up to 1200 units, networks 
containing kO  nodes with 6 connections per node and unit and node location 
input data given in Universal-transverse-merceter (UTM), military-reference- 
grid-system (MRGS) coordinates. 

The simulation model routes traffic by first assigning each unit to 
its nearest network node. Traffic is then routed from communications source 
unit to destination units so that it passes through a minimal number of inter- 
mediate nodes. The total traffic, by type (telephone, data, etc.), passing 
over each network link as a result of satisfying all the TJCR is compiled and 
obtained as the primary program output. 

In order to determine the distribution of traffic over the network 
the program only compiles that traffic which ha* passed over N or fewer links. 
Thus, by performing program runs with different values of N the distribution 
of local and long distance traffic can be determined for any desired network 
for each communications means (telephone, teletype, facsimile, etc., see 
figure 5). 

E. DEVELOPING TRAFFIC RELATIONSHIPS USING THE SIMULATION MODEL 

The simulation model supplies, directly, the data describing the 
traffic loading on each network node and link for each communication means. 
By using the direct program outputs obtained for v.-rious network configura- 
tions, unit and network deployment? and network modifications, the following 
data can be developed. 
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Comaunications survivability for various leve s  of aetwcrk 
destruction (figure 6).       ; 

Relative svitching loads for different networks for various 
levels of network destruction (figure 7), 

Network efficiency and its sensitivity to network and deploy- 
ment perturbations (figure 8), 

The distribution of link channel requirements can be determined 
for different networks. This data can be used to describe the 
efficiency of ecr xpment utilization in specified networks (figure 

9). 

III. RESULTS 

The simulation model was used to determine communications traffic charac- 
teristics for a variety of networks subjected to the survey determined com- 
munications data. Specifically the model was used to compare seven different 
theater communications networks consisting, nominally, of thirty-five network 
nodes with an average of three network connections per node. Tlia model results 
showed: 

• Which of five networks developed from cost-effectiveness eval.u«» 
ations of available communications equipments best supported the 
surveyed theater communications traffic requirements. 

• The total theater traffic tends to be uniformly distributed over 
the theater area. This characteristic is shown by the uniform 
slope of the curves (figure 10) describing the distribution of 
traffic over specific numbers of network links. 

• The communications networks examined are relatively insensitive 
to changes in network location. This characteristic is shown 
(figure 10) by the lack of significant changes in traffic load 
for each of the deployment situations studied. The four deploy- 
ment situations studied (A}B,C,D) represent displacing the com- 
munications networks 15, 30 and '45 km from a reference network 
location. Thus for each network displacement the complex of 
theater units homing on particular network nodes was changed. 
The relative ins<sasltivity to the network deployment changes is 
primarily a result of uLe relatively uniform distribution of 
theater traffic. 

■ The bulk (60.5$) of the theater traffic is carried by telephone 
communication. The distribution of theater traffic by coaraani- 
cations type is shown on figure 11. The individual traffic 
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distributions for each communications means also tend to be 
uniformly distributed. There are, however, some generaliza- 
tions- which can be made about the relative long-local traffic 
distribution of the various communications means. 

• Telephone, facsimile and data traffic 11 have similar long 
distance traffic behavior. 

• Data traffic has relatively little local traffic loading. 

• Teletype and messenger traffic tend to have a ^rtiter portion 
of long distance traffin. 

A sample oi1 network trunk requirements determined, using the simulation 
model is shown in figure 12. The distributions of required trunk loads for 
the communications specified in the UCR are shown in figure 13. 

The above analysis led to the design of a theater communication system 
using surveyed subscriber data, where the distribution and characteristics 
(quantities of securt and priority traffic, alternate message routing) of 
t. iffie could be determined fid used to measure the likelihood that a given 
network would satisfy the communications requirement's of the theater sub- 
scribers. 

The helpful support of Lt. Col. O'dell of the Combat Service Support 
Group (USACDC) 1" the review of the UCR, and of Messrs. L, Northrop and 
C. Raphun of the communications electronics agency (Fort Huachuca, Arizona) 
in the evaluation of the system designs wp.s critical to the successful com- 
pletion of the TACS program. 

The contributions of Dr. R. Crawford, Dr. M„ Brilliant and Mr, R. Quen- 
stedt were especially important in developing the system design techniques. 
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TACS REPORTING FORM    I 

OEÖANIC COMMUNICATIONS 

Transportation Dieeel-EJectric 
UNIT     Locomotive Repair Company 

Xet Number and Designation      55-237 A and B 

PROPONENT   Transportation Agency 

Command and control within the unit and wire communication with higher 
Purposes ^Jo®&m&8£a-Ml&mMEaSÜZii& fflUs  _______™ 
Rang«:      N/A Alternate Means: Messenger & radio 

Remarks: 

ss 

1. 
2. 

USER 
NET ORGANIZATION 

Company Commander 
Diesel Loc SH Supt. 

EJL 
QTY 

1 
1 

IPMBNT 
NOMEN 

TA-312/PT 

INST 

1 
n 

REMARKS 

Us« 
it 

U862 
4862 

NET DESCRIPTION 

Concept. 

a. Purpose. To provide wire communications within the unit and 
to higher headquarters and supported unit«, 

t». Range.   NA.. 

c. Alternate Means,    Messenger and radio. 

d. Security Requirements. None. 

e. Recording Capability. None required. 

f. Conference Capability. None require. 

figure 1 

TACS Reporting Form I 
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TACS KSPOKPIKG FORM II 
D3KAID8 ON THE COMMON SIGMÄX SERVICE rKOPQKBNT: Transportation Agency 

UNIT: Trar.aporta.tion B-B Loccaso* iv« Repair Company 

FACILITY 
CALLED 

TSEsT" PAR 
NR SUBSCRIBER DIST 

SUBSCRIBER 
CALLED 

tUWB 
m J&L 

AW 
MODE 

2. 

Co. Casa&nder 

Diesel Loc Sh 

100 
100 
100 
100 
25 
100 

100 
50 

Bn Adjutant (5) 
Bn Goosander(5) 
Bn 8-1» (5 
Bn 8-3 (5 
Supply Co. (5) 
Bn *4 (5) 

»a CO (5) 
Co («») 

1 
2 

I* 
5 
1 

2 
3 

9* 

IP 

5 
5 
5 
6 

3 
10 

Radio 
Radio 
Radio 
Radio 
Radio 
Radio 

Radio 
Radio 

HCTE:  It is most important that this unit he able to coasnunicate with fell 
units that they »upper-, over the 300 niles of railroad that is in 
their support ar<*a. Lack of coreaunieation will contribute to en 
unsatisfactory »alntananoe posture. 

Figur« 2 

1*33 «oporting Form II 
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mm 

Bode Bode 
ode Connection» Location 

1 
2 
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1,3,5 

31WU0173 
3ivru»»779 

3 
I* 
5 
6 

2,5 
1,5,6 
2,3»»» 
k 

• 
• 

UBHflSt 
Ooor&ieat«« 

Figure !* 

Figure 3 
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Network 
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II      III 

Deployment Situation 

IV 

Figure 5 
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Figur* 6 
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ABSniACT 

The paper utilizes a wull-knowu theo:ara concerning minim« for « c«rt»in 

class of quadratic forms of three variables with a normalizing constraint 

to determine the anßle of inclination and the right ascension of nodal 

crossing of the orbital plane of a near earth satellite from observation 

data. 
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INTRODUCTION 

It is a well-known fact that the path of motion of a near earth satellite 

is an ellipse with the center of the earth at one focus,  H ce, the path 

of motion is contained in a plane which passes through the center of the 

earth. 

The orbit is determined by the following six parameters (orbital parameters) 

1, Inclination (f) of the orbital plane ^o the earth's equatorial 

plane 

2, Right ascension of nodal crossing (R ) 

3, Period (T) 

4  Semi-major axis (a) 

5, Eccentricity (e) 

6- Argument of perigee (tt). 

The last three quantities determine the orientation and shape of the orbit 

in the orbital plane while the first two determine the orientation of the 

orbital plane with respect to the earth's equatorial plane. The third 

quantity is the eime required for the satellite to complete one revolution. 

The purpose of this paper is to describe a simple technique for computing 

i and Rfi from observation data. The technique is then illustrated by 

examples usinp. radar data which were recorded at White Sands Missile Range, 

New Mexico, 
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The plane of orbital motion will be determined with respect to an inert sal 

coordinate system (Figure 1) with its origin at the center of the earth. 

In this system the coordinate axes (?rc defined as follows: 

1. The positive X. axis points in the direction of the Vernal 

Equinox y, 

2. The positive X a>.is poiats in the direction of the North Pole P. 

3. The positive X„ axis is chosen so that the system is right handed. 

1,'ith this notation tue path of motion is contained in a plant defined by an 

equation of tht form: 

J 

2>j *J " u (i) 

where a,, a„, and a are constants.  In fact, it is easy to show that 

o. ■ K sin Kfi sin i 

a2 - K cos Rfi sin i (2) 

a« * K cca i 

wher« K is a constant which we may assume to be unity. Hence, if a.., a-, 

and a« are known, it is eaBy to fine* i and IUc Thus, the problem is reduced 

to finding a., a_, and o_ from observation data. 

The method used in thi.6 report is based on r.he Method of Least Squares and 

a well-known theorem which can be found in almost any advanced calculus text. 

A theorem concerning minima for a certain class of quadratic forms of three 

variables v.ith a nonnali?:inK restraint is proved and utilized in  nn artifi- 

cial  earth satellite problem. 
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Usimr the convention thai: R denotes Euclidean n-space and if xeP, 

then x » (>:,,  x„, ..., x ) where x, (J ■ 1, 2, ,.., n) is the jth coordinate 

of the point x.  If here are several, say It, points under consideration, then 

a superscript will be wed. Hence, the mth point of a set of K points will 

be represented by 

m / m  m      m, 
x ■■^x^, x„, ,.., x ) 

where m -  1, 2, ..., M. 

If A is a matrix then A* is its transpose. 



i 
i 

Let S - {Seil    I g(g) -1) and 1st-a -(a,, a«, a,) with aeS,    üefinfl 
,t-     A J ; 

g(a) - aa* (3) 

and 

f(a) - alia* (4) j 

where 3 is a real symmetric matrix. Min f (a) exists (Reference 1, j 
aeS 

panes 196-198), and Lagrange\f method applies, I 

Lafjrauge's method is used to prove 

THEOREM 1: Min f (a) is the least characteristic root of B and is attained , j 
aeS 

at the corresponding normalized characteristic vector of Ü for which &„>0, 
J~ i 

i 
PROOF;    Notice that symmetry of £ and g indicates that «_>0 is a permissible 

J 
restriction.    Lagrange's function is 

F(o,t) - ?(a) ~ tg(o), (3) 

and Lagrange's equations are 
j 

8(o) - 1. (6) | 

I 
VF(o.t) • V(aBa* - tao*) - 0. (7) j 

Hence from Equation (7) 

i 
Bo - to -0 (8) 

Let t. and v. (j - 1, 2, 3) denote the characteristic re. ..a of B and the j 

i 
corresponding normalized vectors of B for which a.£0. Ti ■,  stationary values 

of £(<x), aeS, with a >0 occur in the set f(v.), f(v_), f(v_). Hence (Rof 2 
3"~ 1*3 

P220) 

min f(a) - min i  (v.) (3) 
acS    J-1,2,3  - 
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Note that FCa,t) is homogeriöcus of degree two In a,, a , and a ,    Eulers' 

theorem xs applicable here and yields 

1/2 (VD .a - F 

then 

01 

1/2 VF (v , t ) . v. - 0 

t  (Vj) - tj8 (Vj) - 0. 

Siuce g(v.) - 1, we have 

and 

»--, « f(Vj) 

min  f(v ) - min t. 
3 J 

J-1,2,3    J-1,2,3 

Equations (9) and (13) yield the t:«. vara.* 

(1Ü) 

(11) 

(12) 

(13) 

* The generalization to Rn is obvious. 
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THE ORBIT PftOBLEM 

Let ;: (k~l, ,,,, N) be N points or positions of a near earth satellite, 

referred to the inertial coordinate system described in ehe Introduction, 

Mew find the* least squares fit of this «et of points tö the plane defined 

\>y  Equation (1) with the restraint 

a\  + 02 + 03-1, o^O (14) 

It 
Substitution of x into Equation (1) yields 

3 

\ a. xk
4      0; k - 1,2,,..,N (15) 

L J 
The Method of Least Squares requires the afor which 

(16) 

is a minimum subject to the condition given by Equation (14). Thus 

3 

fW - \ bmj °m °J (17) ■L ,nj-l 

where 

bmj - )    x*xj (18) 

Now, B - (b .) is a re^l symmetric matrix and f (a) ■ aBa*. hence, the 
raj * 

preceding theorem applies directly, 
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THE MINIMUM CHARACTERISTIC ROOT 

In order to complete the problem the minimum root of Equation (8) must 

be found.  Equation (8) can be written as: 

b . - 5 ,t - 0, 
mj   mj    ' 

(19) 

where 5 , is Kroneckers' delta. Equation (19) has a non-trivial solution 
mj 

if and only if 

det (b  - 6 .t) - 0. 
mj   mj 

(20) 

61early, Equation (20) yields a cubic in t, 

t3 + c2t
2 + c.t +■ CQ - 0, (21) 

the roots of which are real. The coefficients C (n-0.1,2) are functions 
n 

of the b .. 
raj 

THEOREM 2: The minimum rout of the cubic, Equation (21), Is given by 

-C 

m 
ynn: 

3 
cos GLb,(L| 1=11 m+l 

(22) 

where 

A  - C. - v2 
1   3 

S - C - Cl C2 + 2C2 o  -y-    Tf- 

m " 2 0 + TBT/ *  i,e* • m " ° or 1# 

and + ia the first quadrant angle determined by 

^278* 

(23) 

(24) 

(25) 

CO«   ■ 

«JAP 
PROOF: To prove the theorem, use Cardan'n solution of th« cubic. Thus, 

setting t ■ a - C./3 reduces Equation (21) to 

sJ 4- A»+B*0 (26) 
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where A and 5 are defined by Equations (23) and (24). Then since Che roots 

of Equation (21) are real 

a2 . A3 < „ 
(27) 

which implies A<ü. 

Now there are two cases to consider separately. 

If A<0, then the roots of Equation (26) are (p - 2/|AJ /3)   (28) 

clearly, », « (-1) p cos (■* - —-), k * 0,1,2. 

m»0 Implies B<0.  Hence „ si<8g and 8i<92 

or 

m«l implies a>ü.  Hence, «Q<3; and *u<%2 

so that either SQ or «j is the minimum root. 

But, 

8j » p cos (*• + —) ■ p cos (*Y~ + Jl) • -p cos (*—-) 

jr 

,2» - 211,        t20 - [H-(-l)
2]H, 

8t - p COS i-3—T ) «■ -£S> COS { T    h          1 » 

and 

,0 - -p COfl i „ -p <;08 {2i^ji±fci2iSj 

hence, 
m+1, 

(29) 

(30) 

(31) 

(32) 

(33) 

-p cofl {u - iip=ir^) j 
m   '    ■     6 

If A - 0, then cos 4>" 1 or $ - 0. Thus, the roots of the cubic ere 

vm    2flk 
sR » (-1) p cos -y-, k -  0,1,2 

clearly, 

ra»0 Implies B<0.  Hence, 8Q>8i - 82 

or 

(34) 

ibie 1 

(35) 

(36) 

270 



m«l implies ü>ü.  Hence a <s 
o  1 

In eitler case it ia easy to see that 

■,m+l, 

% "  -P C08 j    6 

(l-K-l)"1^) IT 
6 

This completes the p^oof. 

(m-0,1). 

(37) 

(38) 

I 

2?'l 
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SUMMARY 

It is to be understood „oat all observational data is expressed in an 

inertial coordinate «yateu, 

It is required to obtain approximations to the inclination (i) and right 

ascension of nodal crossing (R^) defining the orientation of the orbital 

plane with respect to the earth's equatorial plane from a f*t 

i of observations of a near earth satellite. 
f i 4 4 1 
("V x^, x^) lJ-1,2, .... n 

The physical constraint on,the satellite is that its orbit must be 

contained in a plane defined by the equation: 

3_ 

\    ~k z 
k-1 

a,, xj! - 0 (39) 

where 

nl ■ sin R sin i 

a2 P cos Rj) ain i 

a3 -  cos i 

(40) 

In addition, the constraints 

2.2.2 
aj + a2 + o3 - 1 - 0 and a« >Q (41) 

are required. 

Define 

?T2 



*n* 

f(o) t i- (42) 

h(a> - 

g(a) - h(a) -1-0 

(43) 

(44) 

The a. are obtained by means of Che Method of Least Squares and 

Lagrangian multipliers, i.e., 

Vf - t Vg - 0 

or 

3fd 

define 

-t 
3c.k 

0 , k - 1,2,3 

J * L "- 
k-l 

then fron Equation (46) 

bll "< b12 b13 

D12 D22 

b13 b23 

b---t b 
2 I- 0 

has non trivial solutions if and only if 

birt bi2 bi3 

b12    b22_t    b23 

b13    b23    b33_t 

The smallest root of this equation is given by 

(45) 

(46) 

(47) 

(48) 

(49) 
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t    - C2 -2    /TAJ COS 6 

where 

A - C - __2 
1      3 

B ■ C + 

ra 

3 ^27 

B 

2 (^+ ifry 

(50) 

(51) 

(52) 

(53) 

and <J»is the acute  (positive)  angle determined by the equation 

7 
TUT cos $ 
/27 B2 

TIAP- 
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TABLES 

The problem was programmed in Fortran Language for Che IBM 1620 computer. 

In spite of the formulas given in thf  preceding sections for computing the 

minimum characteristic root, an iterative technique was found more convenient 

and accurate to use. 

The technique, e simple application of the Principle of Contraction Mappings, 

is illustrated in Reference 3 and proved in Reference 4. The original 

equations are written as follows: 

t1 - (b13 a\   + b23 .£ + b33 aj)/b33 (54)   . 

ai-(bnai +bi2a2 + bua2),tl <55) 

a2* " <b12 °1 + b22 °2 + b23 ty^ <56> 

To find the fixed point, arbitrary values are assigned to a„ and a\  and fix o. 

(■1), and the &love set of equations is used. 

r 1      1      1    +!\      !  i 
* 1' °2* a3*  '* a3 

2222 1—  2 2 
Next,  if  (a.,  a,, a«,  t )  is a second solution,  t  jtx t  then a» is 

eliminated from the original group of equations using the fact that 

12 12,       1    i. „ ,f*\ a^   a.    +    a_ o2    +    a3 a      - 0 (57) 

The following set of equations 
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1  2  .  1 2 ^  1  2 
al al + a2 U2 + a3 °3 

(58) 

t2 - (b12 a
2 + b22 a

2 + b23 a
2)/a2 (59) 

°1 " (bll al * b12 °2 + b13 a3)/t2 
(60) 

2  2  2  2       2 2 
may be used to find (a., c»2, a., t ). Fix a (-1) and let a be 

arbitrary and find the fixed point of the above set of equations. 

3  3  3  3 
Continue in a similar manner to find (ct^, a«, a  , t ). 

ill 
Let Cp Cyt  and c_ be arbitrary constants, then (c. OL, c. a«, c. a*    t*), 

22    2 3    3    3  3 
(c2 a1, c2 o2, c2 a3„ ti), and (c3 o^, c a2, c_ a , t ) represent all 

possible solutions to the system of equations, and clearly c. (J- 1,2,3) 

is determined by the conditions that 

and 

cjj7«j)2 +(«2)
2 + <«J3>

1J 

«J >0. 

(61) 

(62) 

From Reference 4, the values for J-3 are those which will make f(a) a 

minimumr 

Table I shows results when computed from actual sampling rates, and Table 

II shows results when computed u«jing one point per six seconds. All data 

were recorded at WSMR using AN/FPS-16 radars. 
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The column labeled pass in Che table« la not the actual pats over WSHR. 

All tracking« were ordered according to date and time and then numbered, 

Tims, Pass Number 4 might actually have been Pass Number 10. Quitted 

numbers in this column mean that the data for than particular pass were 

not usable. 

In some cases an A is placed after the pass number. This indicates that 

these data were uncorrected for refraction, etc. 

An asterisk in the pass column signifies there are known ervors (bad data) 

in tne data which have not been removed. 

The results could be improved upon if more accurate procedures had been 

used; i.5,, multiple precision. This is apparent in comparing t and f(t) 

which should agree and should be non-negative. 

In general, even with bad data present and loss of accuracy in computing, 

tne results are not too bad. 

Unfortunately, no numbers for 1 and R were available for comparison. 
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TABLE I i 

No. of 
i 

Satellite Pan Point« 1^degrees) MdeRre"? IQ^t lO^fU) Radar 

TR-4B l> 4358 32.123 190.466 2960.000 2950.000 R-113 
i 

1 1610 32.585 188.527 1220.000 1208.000 R-U4 
MA-5 2 464 32.560 153.790 1.700 0.112 * 

MA-6 2 192 40.525 264.460 2.010 1.882 
MA-7 1* 1505 33.277 297,484 195.000 194.800 R-113 

2 1373 32,547 294.555 0.000 -0.478 
2 389 32,539 294.390 0,100 0.071 R-114 
3 1292 32.605 294.552 2.200 1.921 R-113 

SA-5 1 1294 31.399 170,755 6.700 i.050 
3* 1213 30.912 150.700 89.800 89.120 
4 1088 31.247 139.750 15.800 •  14.490 • 
5 575 31.107 135.320 5.100 5.146 < ; 

6 1985 31.493 133.182 19.000 18.720 | 
7 216 32.202 45.191 0.200 0.200 

t 

8 175 76.931 114.317 0.750 0,732 '■ 

9 630 31.005 26.674 1.800 1,978 
10 3159 31.444 28.696 86.000 89.100 ! 
11 2990 31.448 28.373 122.000 124.200 » 
13 2189 31.685 341.725 107.500 107.200 I 

14 3096 31.441 319.454 8.000 4.484 
15 3655 31.442 312,986 222.000 220.000 4 

16 3458 31.442 311.452 10.000 3.668 
18 1276 31.405 306.481 -2.000 -0.702 
19 2643 31.410 305.009 9.000 7.106 • 

SA-6 1 2127 32.592 299.407 0.000 0.440 1 

1A 2127 32.604 299.518 -2.000 -1.978 
4 1197 32,443 291.496 1.60Ö 0.996 
5 3021 32.573 231.593 5.000 5.011 
6 2175 32,565 299.906 12,600 11.100 

SA-7 1A* 5823 32.006 42.987 89.000 88.810 
2A* 4582 30.024 44.809 1559.000 1554.000 
3 2676 31,514 141.408 55.000 51.560 

3A 2702 31.500 141,452 60.000 57.570 
4 323 31.893 149.323 0.700 0.435 
4A 338 31.862 149.118 1.700 1.248 
5 4021 31.710 36.973 -3.000 0.000 , 

6 3849 31.752 135,926 -22.000 -17.420 
7 4573 31.724 135.309 9.000 4.102 
8 3029 31.721 134.797 7.000 5.021 < 

9 1100 31.749 128.814 1.500 1.008 
10 4238 31.731 128.296 9.00G 8.518 
11 4774 31.724 127.772 -4.000 2.245 
12 3620 31.730 127.230 10.000 6.663 
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TABLE IX 

No.   of 
Satellite Pan« 

I* 

Points 

7? 

t(degrees) 

32.101 

RR(degrees) 

190.577 

10**t 

52.300 

lO^fU) Radar 

TO-41B 52.260 R-113 
1 27 32.«21 188.991 0.200 0.007 R-U4 

KA-5 1 22 32.568 154.441 -0,010 0.000 R-113 
2 20 32,572 153.951 0.050 0.005 
2 8 32»565 153.847 0.023 0.000 R-114 

HA-6 1 18 32.543 233c952 0.006 QcOOO R-113 
2 31 32,533 233.446 0.040 -0.001 

.• 2 4 39,825 262.834 0.047 0.045 R-114 
3 34 32.534 232.901 0.030 0.018 R-113 

MA-7 1* 26 33.747 299,009 6.210 6.280 
2 23 32,547 294.555 0.000 0.011 
2 7 32.544 294.455 0.002 0,000 R-114 
3 22 32.604 294.557 -0.010 0.000 R-113 

SA-5 1 22 31.397 170.797 0,091 0.000 
3* 21 30.873 151.461 1.960 1.911 
4 19 31,177 140.479 0.470 0.443 
5 10 31.105 135.306 0.103 0.101 
6 17 31.49<J 133.262 0.030 0.260 
7 4 32.639 46,736 0.004 0,002 
8 3 70.877 110.252 0.002 0.002 
9 6 30,489 22.947 0.029 0.031 

10 27 31.441 28.655 -0.050 -0.006 
11 26 31.433 28.435» 0.040 0.006 
13 19 31./46 341.226 0.631 0.625 
14 26 ii.443 319.479 -0.030 0.002 

SA-5 15 31 31.439 312.966 0.030 0.010 R-113 
16 29 31.438 311.479 0.060 0.004 
18 11 31.405 306.488 0.006 -0.001 
19 23 31.444 304.827 0.030 0.014 

SA-6 1 18 32.594 299.415 0.000 -0.002 
1A 18 32.603 299,513 0.000 -0.004 

4 10 32.613 292.225 0.000 0.000 
5 26 32.5/2 291.573 0.01G 0.002 
6 19 32.568 299.894 0.020 0.000 

SA-7 1A* 49 25.889 53.554 1209.000 1209.000 
2A* 39 30.932 43.219 31.050 31.060 

3 23 31.433 140.610 0,680 0.685 
3A 23 31.422 140.684 0.620 0,690 

5 34 31.708 36.933 0.000 0.000 
6 33 31.748 135,913 -0.020 0.001 
7 39 31.724 89,489 0.020 0.024 
8 26 31.715 134.820 0.024 0.005 
9 10 31.727 128.748 0.009 0.000 

10 36 31.733 128,309 0.010 0.001 
11 40 31.724 127.780 -0.070 0.000 
12 31 31.730 127.233 0.040 0.001 
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THE EFFECT OF METRIC CHANGES ON RESOURCE 
ALLOCATION DECISIONS 

Dr. Richard C. So:«nson 
U. S. Army Personnel Research Office 

ABSTRACT 

Underlying linear programming models it the assumption that the 

metric of the cost-criterion matrix is an interval scale. The metric 

of the criterion measures is particularly open to question in the 

use of the assignment model in manpower resource allocation. The 

effect on the objective function of using cost/criterion variables 

of a degenerate metric ha. been studied by a model-sampling experi- 

ment. It is concluded that the assignment model la fairly robust 

with respect to Che metric assumptions generally assumed to be 

more restrictive. 
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THE EFFECT OF METRIC CHANGES ON RESOURCE ALLOCATION DECISIONS 

Dr. Richard C. Sorenson 
U. 3. Array Personnel Research Office 

One of the central problems ir manpower operation:; research is that 
of optimal allocation of manpower resources. In this regard a great deal 
of effort has been expended in an attempt to provide inforration concerning 
the degree of achievement or amount of contribution the.t a persci..' rrill make 
in a criterion situation, e.g., job assignment. The use of a predictor 
variable in estimating the criterion value rather than the criterion vari- 
able itself stems from the desire for the information before the person 
undertakes the proposed assignment. Often a multiple prediction system 
provides much more reliable estimates of the complex criterion. In recent 
years considerable success has been attained in the attempt to predict 
the success of individuals in a particular activity on the basis of a teat 
battery or other objective information. For optimal allocation over a 
number of criterion activities it is necessary to have nob only performance 
estimates for an individual in a given criterion, but also differential 
estimates of performance for individuals for a set of criteria, e.g., job 
categories. However we also find situations where the best estimates of 
future performance on specific sets of criterion astivities are indices, 
subjective ratings, or rankings (i.e., weakly ordered metrics). Further- 
more we find situations where the cost/criterion values are traasformed 
for various management reasons ir a non-linear manner. An example of the 
latter in the manpower field is the non-linear transformation of three- 
digit Aptitude Area Scores to the one-digit score on which the manpower 
allocation of enlisted men is based (see AR 611-259)• 

Of course, the development of differential prediction batteries, 
rating scales, and performance rankings are solutions to only a part of 
the optimal allocation problem. Specifically, the problem is to allocate 
the M available individuals over the N jobs, satisfying certain restraints 
regarding quotas and minimum qualifications, in such a manner that the 
objective function (of the cost/criterion values) is maximized. It nay 
be recognized that this allocation problem is a special case of the dis- 
tribution model in linear programming, and that solutions to it are 
available (Ford and Fulkerson, 1956; Flood, i960, I96I; Kuhn, 1955a,b), 

It is realized that one of the assumptions under which the linear 
programming techniques are used is that the cost/criterion matrix is 
composed of interval-scale variables. Since the metric of the criterion 
measure is at times open to question, the legitimacy of the use of the 
assignment modsl in optimal manpower allocation may be questioned. 
This is particularly so in complex personnel situations where the per- 
formance criterion is not percisely defined. In these situations 
criterion measures (e.g., test scores, ratings, and rar sJngs) vrft.h 
somewhat arbitrary'or artificial scales (i.e., metrics) are used» The 
question has been raised by King (1965) concerning the use of the 
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assignment model for the manpower allocation problem where the cost/ 
criterion matrix is composed of performance estimates rather than of 
measures of performance on an interval-scale metric. On the positive 
side Brodgen (1955) has shown that as the size of the manpower pool 
increases, the performance estimates for a set of criterion activities 
derived by the use of linear multiple regression equations yields, 
upon assignment of men to jobs, an objective function equal to or 
higher than that obtained by any other assignment of individuals to 
jobs that is based on the predictor variables. This is an important 
conclusion which makes it possible to substitute predictions for 
actual performance measures, providing an appropriate metric exists. 
Thus the degree to which the assumption of equal interval scale 
measures in the cost/criterion matrix of the linear programming 
assignment model must be met in order to justify the use of the model 
is a crucial problem. 

In order to study the effect of metric changes on the results of 
optimal allocation an assignment procedure was simulated. At the 
completion of basic combat training, enlisted men (EM) in the U. S. 
Army are assigned to advanced individual training, in part, on the 
basis of results of the Army Classification Battery (ACB). The ACB 
variables are transformed to Aptitude Area (AA) scores as indicated in 
Figure 1. Samp3.es from the EM input population were generated as AA 
score variables with statistical properties of those variable:; for the 
actual EM input population. The baelc step in the implementation of 
such a model sampling experiment is the generation of uniformly 
distributed random numbers. In this experiment computer routines 
which generate pseudorandom numbers by the power residue method 
(Larkin, 1965) were used. These distributions of uniform variables 
are then transformed to distributions of normally distributed variables. 
This transformation results in a matrix, X, of order n by k, i.e., 
n entities are represented each by a vector of k simulated scores; 

X = 

where 

and 

vhen 

%\l> x18, • * * > xifc 

Xai* Xaa, ••-1 X2fc 

X       X ai,   m> ....    nk 

X'X   - nl 
) 

l'x   - 0 

n       -*«° 

[1] 

[2] 
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We see then that for each sample we generate a matrix that baa a« the 
expectation for its covariance matrix the identity. 

New we desire to further transform tv matrix X by post multi- 
plication by a matrix T such that the resulting matrix has for its 
expected covariance matrix a given matrix C: 

XT ■ Y 

where Y'Y - nC    } [3] 

when n   -» « 

The matrix C is specified as a function of the desired standard devia- 
tion and intercorrelation of the -variables: 

C = s R a I>] 

where R is the desired correlation matrix and s is the diagonal matrix 
of standard deviations. 

We wish to find the matrix T such that the conditions in [3] will 
hold. From these equations we may write the requirement that: 

4n 

when n -♦ • 

From [2] we see that 

(£)*** " (!)T'X'XE -C [53 

±x*x - i / [6] 

when n 

and from [5] and [6] we have 

T'T - C [7] 

We may represent the matrix C in terms of its basic structure (Horst, 
1955): 

C - QdQ 

vhere Oft' <* Q'Q « I. 

[83 
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We know that the matrix C to any power, e.g., a, may be formed by raising 
the diagonal matrix, d, to that power, premultiplying by Q and post- 
multiplying by Q'  : 

(f =   QdV  . [9] 
1 i 

thus (f =   Qd*V [10] 
and 

?(T    «   Qd Q' Q<rq Qd^Q   Q<rQ      =    QdQ    = C. [ll] 

We will let 

T    =    <T [12] 

so that equation [7] is satisfied: 

T'T   =   <? C*   =   c. [13] 

Hence a transformation Bolved for by equation [lÖ] meets the requirement 
of [7] and while there are an infinite number of transformations that 
meet this requirement, the one indicated is by far the most advantageous 
since it provides for uniformity of rounding errors and impartially improves 
normality of the transformed scores. Thus, samples of personnel may be 
simulated by building into the score distributions the statistical 
characteristics of the variables of interest — in this case the Aptitude 
Area score variables. Tables 1-3 indicate the matrices which apply to 
the variables in question. An additive constant was used in the generation 
of.the scores so that the expectation for the mean of each variable would 
be 100. 

In this manner we could sample from a population, form the cost/ 
criterion matrix which for the purposes of this experiment we assume to be 
composed of variables of an appropriate metric, and perform the experiment 
outlined below. The purpose as indicated was to study the effect of change 
of metric on the results of the optimal allocation procedure. As the 
samples were generated the variables were further transformed successively 
by each of eight transformations. The optimal allocation »as «^coraplished 
by a computerized algorithm based on the Hungarian Method (Kuhn, 1955a). 
The quota restrictions imposed were uniform over the eight job categories, 
as preliminary research has indicated that perturbation of the quotas within 
range of Army usage does not affect the relationships among other variables. 
The objective function was then calculated using the assignment matrix and 
the original cost/criterion values which had means of 100 and standard 
deviations equal to 2o. In this manner the amount of loss due to inferior 
metrics of the other criterion measures will be comparable over the 
eight transformations. The values reported are average values over 
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the several samples generated. 

The eight transformations that were studied were: 

A. Additive transformation to two digit score with possible values 
of 0 - 99. This was done by subtracting 50 and truncating. Remaining 
values less than 0 and/or greater than 99, if any, were replaced by 0 and 
99 respectively. This transformation would provide the most likely 
candidate for the formation of a two digit variable. It was felt that the 
non-linearity in the transformation at both tails would be negligable; 
however, some information is lost in the dropping of all but 2 signifi- 
cant digits and in the truncation at the tails of the distribution. 

B. Gross linear transformation to one digit score. This transforma- 
tion was accomplished by subtracting 50, dividing by 10 and dropping all 
but one digit. Again, those values less than 0 and greater than 9 were re- 
placed by 0 and 9 respectively. It was thought that it would be of 
interest to compare this one-digit transformation with non-linear one- 
digit transformations including that which is currently in use in the 
U. S. Array. 

C. Linear transformation for the top half of the distribution. In 
optimal allocation it is sometimes assumed that the preservation of 
information in the top half of the score distribution is more important 
than in the lower half of the distribution. Hence this transformation 
was formed by subtracting 95, dividing by 5 and dropping all but 1 digit. 
AU values less than 100 were transformed to 0. Entries transformed to 
values greater than 9 were replaced by 9« 

D. Non-line»«: transformation Kith smaller intervals in the center of 
the distribution. Consideration of information measures indicate that 
more information is preserved when the resulting values appear with 
approximately equal frequency. When dealing with normally distributed 
variables, this consideration dictates the use of small Intervals for 
the center of the distribution and larger intervals for the tails. The 
following transformation was used: 
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- 69.9 ■ 0 

70 - 79.9 ■ 1 
80 - 89.9 •t 2 

90 - <*.9" s 3 
95 - 99.9 = k 

100 - 10^.9 ar 5 
105 - 109.9 = 6 
110 - 119.9 = 7 
120 - 129.9 = 8 
130 - = 9 

£.    Non-linear transformation with smaller Intervals for the upper 
half of the distribution.   As indicated in C, preservation of Information 
in the top half of the distribution may he more important than elsewhere 
in the distribution.   The following transformation was used: 

-   79.9 => 0 

80 -   99.9 = 1 
100 - IO9.9 = 2 

110 - 11^.9 B 3 

115 - 119.9 ■ h 
120 - I&.9 m 5 

125 - 129.9 ■   6 

130 - 13U.9 -   7 

135 - 139.9 -   8 
1V0 - =9 

F. Banking of jobs within individuals.   The best available Infor- 
mation is sometimes of the ordinal type, e.g., ranking of the job« far 
each individual.   This is strictly a weakly ordered metric. 

G. Ranking of individuals within jobs.    In this transformation the 
lowest estimate of performance on each job was replaced by 1, the next 
lowest by 2 ...., and the highest performance estimate for each Job was 
replaced by N. 
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H. Current score transformation (AR 6*11-259); 

- 79.9 = 0 

80 - 89.9 * 1 

90 - 9^.9 = 2 

95 - 99-9 -■ 3 
100 - 104.^ ez k 

105 - 109.9 sa 5 
110 - 119-9 a 6 

120 - 124.9 = 7 
125 - 129.9 - 8 

150 - a 9 

The results are indicated In Table k  In terms of the allocation 
average, i.e., the averag« original cost/criterion value, fear the indi- 
viduals on the Job to which they are assigned. We note that kOQO 
entities were simulated and grouped into subsamples in three different 
ways: I) 250 samples of size 16, II) 100 samples of size kO, Hi)  20 
samples of size 200. The base metric with which we will make our com- 
parisons is transformation A. This transformation is analogeous to 
that involved in rounding the criterion values to three digits (where 
the distribution is truncated to provide a range of 50 - 150 this is 
equivalent to a scale from 0 - 99)• In making our comparisons we 
should recall that the allocation ayerace under random assignment 
would be 100. Thus by optimally allocating using metric A the gain 
over random assignment is 13*76 units i'or samples of size 200. Using 
the weakly ordered metric, F, the gain over random assignment was 
13.39 units, a 3$ loss from the base metric. Relatively little 
reduction in the allocation average results from the use of the 
ordinal metric. Also from Table k we see that metric C was most 
inferior. In this case the gain over random alignment is l&f> less 
than for the base metric. 

Our purpose was to estimate the magnitude of the differences between 
the results for the different metrics in terms of the average criterion 
values for the Jobs to which the simulated individuals were assigned. 
Some methods were known to be superior to certain others, and, since we 
are not sampling from a universe in which the alternative methods could 
conceivably be homologous, a difference which is not large enough to be 
statistically significant can not be presumed to be zero. Rather, our 
best guess as to the magnitude of that difference must necessarily 
be the obtained, albeit non-significant, results. Thus the testing of 
significance of differences was secondary to estimating direction and 
n».gni+.ii<ii» of differences. For this reason the öaü» oumplc of simulated 
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Table **■ 

Results of Three Replications of the Model Sampling Experiments 1/ 

Metric 2/' 

Identification 

A 

B 

C 

D 

E 

F 

G 

H 

Discription 

Base Metric 

1 digit, synsnetrlcal 

1 digit, upper half 

1 digit, center intervals 
smaller 
1 digit, upper intervals 
scalier 
ranking within individuals 

ranking within Jobs 

112,68 

111.89 

110.50 

111.93 

111.57 

112.02 

III.32 

current operational method  111.87 

Replication 2/ 

_        11 in 

113.36 113.76 

112.1*6 112.68 

lll.Ofc 111.30 

112.2*8 112.78 

112.07 112.26 

112.79 U3.39 

112.59 II3.5O 

112A7 112.73 

,' 

\j   The experiment was replicated three times using the same sample but with 
the optimization over different sizes of subsataplee. 

2/   I: 250 subsamples of size 16, II: 100 subsamplee of size kO, III: 20 sub- 
samples of size 200. 

3_/   The 8 transformations, A - H, are described in the text. 
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individuals was ausigned under all conditions (i.e., metrics and sample 
sizes), a procedure which reduces the chance factor in our measures of 
the difference between conditions at the cost of not beinc able to say 
explicitly how much the chance variation has been reduced. While we 
are not willing to admit the possibility that the differences between 
the effect of the various conditions could be zero in the universe, 
we must consider the possibility that the ordering indicated by our 
samples could be due to chance. Thus, it is of interest to determine 
whether the ordering indicated in Figure 2 could be the result of 
sampling fluctuations. Tests of the significance in difference in 
performance means using the appropriate tests for corxelated variables, 
resulted in the rejection of the null hypothesis at the .05 level for 
those cases not bracketed. Note then for instance that the difference 
in results using metrics E and G were not significant at the .05 level 
for samples of size 16 when only 250 samples were used. Of course as 
in any statistical testing this evidence does not establish the hypo- 
thesis of no difference, but merely indicates that confidence (at the 
Indicated level) may not be placed in the ordering. This we have 
indicated in Figure 2 by enclosing D, B, and H. In each case these 
three are significantly different from the remaining metrics but not 
different from each other (except for case I where D was significantly 
different  from B). It is realized that one must be cautious in 
interpreting multiple significance testa, however the technique is 
satisfactory for the present use. It is of interest to note the change 
In the relative position of metric G. As would be expected, as the 
sairple size increases, the ranking of individuals within Jobs provides 
an increasingly satisfactory metric. We may note that for medium or 
large samples (200 or larger) the ranking methods provide metrics for 
criterion values in the assignment model which are nearly as efficient 
as the base metric. It is felt that the ranking of Jobs within individuals 
would be even more satisfactory as the number of Jobs increases. This 
method should be considered as a possible way of obtaining criterion 
values in specific situations if some; degradation of the metric is 
necessary for whatever reason.l/   It was shown that the methods E, C 
which preserve greater information in the upper portions of the 
criterion distributions at the expense of information In the lower 
half of the distribution were clearly inferior. 

A word should oe said concerning the results for the different sample 
size. This was of interest primarily in terms of metric G. Other com- 
parisons are available, however. Table k  indicates that the amount lost 
by rounding to one digit from two digits with samples of size 200 Is 
approximately equivalent to that lost by reducing the size of samples 
used for allocation from 200 to 16 while retaining 2 digits of information. 

To summarize we may say that results indicate that for some important 
instances of deviation from the interval scale in the cost/criterion 
matrix in optimal manpower resource allocation little is lost through 
tne ur>e of a ue&t-u.deu aetric. Specifically> th« results l) underline 
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Figure 2.    Ranking of -ehe transformations in tern» of the results of the 
model sampling experiment.    The enclosed transformations ar^ significantly 
different from each other, e.?., results with transformation A are 
significantly different from those with F for all three repUcatiow», 
The tevtctoeted txaneforraationa were not significantly different fro*} each 
other at the  .05 livel. 
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the necessity of preserving information throughout the entire rac^e of 
the distribution 2) provide on estimate of the loss due to allocating 
on the basis of small wvnpower pools, and 3) demonstrate that the per- 
sonnel assignment model is quite rebust with respect to the metric 
assuiTjJtions generally assumed to place severe restrictions on the use 
and interpretation of racdel results. 

1/ It may be less expensive to determine the ranking of Jobs within 
individuals in terms of the criterion without measuring the 
criterion outright. 
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by 

Drs. F. J. Murray, W, E. Sewell, R. E. Chandler, sod L. E. Wlnslov 

Special Research in Numerical Analysis, Duke university 

Cognizant Agency: Army Research Office - Durham 

\B3TRACT 

This paper describes ths structure of a computerized Experimental 
Fixed increment War Game designed to explore and test ideas for such games, 
with emphasis on a military analysis appropriate for programming. In Bart I 
we develop a basic game with no consideration of terrain, end in Part II we 
discuss the introduction of terrain into the basic game. 
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AN EXPERIMENTAL JJTXED INCREMENT WAR GAME 

by 

Dra. p. J. Murray, W. E. Sewell, R. E. Chandler., and L. E. Winslov 

Speeial Research in Numerical Analysis, Duke University 

Cognizant Agency: Army Research Office - Durham 

PAH? I: General Structure of the Game 

1. Introduction. War gaming, of course, is an old vocation and 
avocation and has gone through many stages down through the centuries., The 
latest stage brings in the computer and uses it to varying degrees in 
assisting with the details of the game. The present complexity of the or- 
ganization and equipment of armed forces certainly makes the computer a 
welcome addition to the control room of a war game. The computer can do 
much of the arithmetic, of which there is plenty to be done, and further- 
more doesn't make many mistakes. A game in which the computer is used to 
add and subtract and to keep the books and records, so to speak, is called 
a computer-assisted game. 

We are interested here in what we will call a computerized war 
game—that is, a game where certain military units are actually played by 
an electronic computer. Our interest in the subject stems from our long 
association with STAG, the U. S. Army Strategy and Taotics Analysis Group, 
and we are indebted to the entire staff of STAG, and particularly to Lt. Col. 
Charles R. Roberts, Maj. Charles G. Roebuck, Mr. John A.Albertini, Mr. Paul 
Dunn, and Mr. David R. Howe3. Drs. Murray and Sewell have been working 
with STAG about four years, Dr. Chandler more than two years, and Dr. 
Winslow about a year. STAG'S mission is to develop computerized war games 
at various levels which will serve to test strategic and tactical plans. 
STAG has made remarkable progress in training the computer to command mili- 
tary units but like most commanders the computer is not perfect «nd STAG is 
always looking for ways to improve its computerized games. 

Actually, this particular game was developed for the express pur- 
pose of testing Ideas, many c.: which arose d-_rinfe our discussions at STAG. 
The necessity to be continually operational makes it difficult for STAG to 
experiment with new ideas, whereas we have no operational responsibility. 
In fact, we would like to make it clear that this is not an operational 
game suitable for military application of any type. We are primarily 
interested in ground combat but hope to keep the structure broad enough to 
introduce pertinent air and naval action and to test ideas and procedures 
related thereto. Also, we expect to consider facets of all three types of 
war games, operational, training, and research [1. p. 1 ]*. An PYPPIlent 
survey or existing war gaming in our military establishment may be found in 

The numbers in brackets refer to the bibliography at the end of the paper. 
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[2], and a description of a STAG game was presented to an earlier session of 
this Symposium [3]. 

Let me say a word here about some advantages of a computerized 
war game. Of course, the computations are based on rules and these rules 
must be decided upon beforehand and they are rigid} i.e., they cannot be 
changed during the game. This makes the computerized gerne more difficult 
to set up but it doe3 provide a means of faithful duplication. Furthermore, 
the computer makes very few mistakes and can be programmed to keep whatever 
records may seem desirable . And, in our opinion, these two features are the 
great advantages of the computerized game—excellent records are available 
for a detailed analysis of the play, and faithful duplication is attainable. 
The latter means, for example, that you can change the rate of fire of one 
type of weapon and play the game with just that one parameter changed. The 
outcome will then be a measure of the effect of just that change. As we all 
know, it is almost impossible to duplicate a manual game--you change an um- 
pire or a controller and you change the game. Judgment is inherently a part 
of a manual game, and the judgment of individuals differs. Frequently the 
purpose of a game is to determine the effects of changes rather than abso- 
lute values, and in the computerized game you do have absolute control over 
the changes. 

Another advantage of the computerized game is that a great deal of 
computation can be accepted and you know that it will be done correctly. 
For example, you don't have to aggregate fires and fire effects in order to 
avoid computation; you can compute the total rounds of each type and handle 
rather long arithmetic calculations relatively easily and rapidly. Further- 
more, calculations can be made at short intervals—the computer doesn't get 
bored and loaf on the job, 

A disadvantage of the computerized war game is that all the prob- 
lems have to be anticipated, and solved, and there is no room for exception. 
You can, of course, provide for different conditions beforehand but you 
cannot count on the computer using good judgment in a situation which was 
not anticipated. Consequently, you can never hope to have the flexibility 
(this may be a poor choice of words) in a computerized game that you have 
in a manual game. On the other hand, this so-called flexibility may not be 
a real advantage in that it introduces subjective considerations that are 
often questionable, and certainly not universally accepted, and tends to 
make war more of an art than a science. 

In a computerized war game you must rule out the art, at least on 
the level of the military units and related data in the computer, and accept 
the assumptions, the rules, and the formulas prescribed. Therefore it is 
essential that the military analyst and the players know these assumptions, 
rules, and formulas, and that they be acceptable to them; in other words, 
that they yield results which are reasonable and compatible with average 
military experience. 

Since our game is aimed at testing ideas which will contribute 
to a practical working game, we have concentrated on the military analysis 
and on "reasonable" assumptions and results and have aimed at the simplest 
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structure which promises to provide a comprehensive test of the ideas under 
consideration. The emphasis in this discussion is on a military analysis 
which can be programmed, but not on the program itself. 

2. Grame Structure. Our game consists of various subsections 
which are independent of one another in the sense that each subsection has 
a»i Its final result a number. While this number might be used by subsequent 
subsections, altering the method by which this number is obtained does not 
necessitate altering any other subsection. 

The game simulates a conflict between two military forces. These 
forces consist of a certain number of combat units (basic elements) with 
specific characteristics, which are subject to orders by "players" who take 
the part of commanders and staffs at higher echelons. The structure of the 
game is determined by two factors: 

a) the characteristics which describe a basic element; 

b) the procedures for modifying these characteristics 
due to interaction of the elements, or to player 
action on the elements. 

We have taken the element, a military unit, in the computer to be 
roughly a brigade. The characteristics which specify an element ate the 
quantities of various weapons and vehicles, the location of the element on 
the map (or ground), the STATE (roughly the mission--this will be more },re- 
cisely defined later), speed and direction of movement, fire capability in 
rounds per minute of various classes of weapons, and the total fire being 
received. Each of these characteristics is computed in an individual sub- 
section of the game. 

The characteristics of an element are divided into two classes-- 
controlled and uncontrolled. Once the game has started, the uncontrolled 
variables are determined by the rules of the game; while the controlled 
variables are subject to manipulation by the players. The players in this 
game can issue orders concerning missions, and the rules of the game deter- 
mine the effects of these orders. 

In the modification of the characteristics we assume that a time 
interval or increment can be chosen so small that the changes in the charac- 
teristics of the element can be considered to be instantaneous and occurring 
at the end points of the Interval, and hence, these characteristics are con- 
sidered to be constant within each time interval. This is our definition of 
a "fixed increment war game". Clearly, the increment must be small in order 
for this assumption to be tenable, because events happen fast on the battle- 
field. But the computer is capable of doing a lot of arithmetic in a short 
time, much more than could possibly be anticipated in a manual game» For 
this reason, among others, the manual game is usually a "critical event 
~n***/t"     A«  -? ,„-„,-v.«4-~~4- «„-I A*~.~a.J  ~~  .? .-  —--. J_  XX. -* -A.J  -I J ---  ----- 

time and real time and the computer enables us to play a fixed increment 
game with a small interval and still keep the game and real times within an 
acceptable ratio. 
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The formulas for calculating the changes in the characteristics 
are the simplest arithmetic expressions which provide reasonable results, 
from a military point of view, for the specific situation under considera- 
tion. The attrition formulas are essentially simplified forris of the 
Lanchester equations [4]. We recognize that these formulas are only approxi- 
mations and are limited to a restricted spectrum of situations. This is the 
price that i-J3 pay to keep the game simple. More sophisticated formulas 
could be incorporated rather easily and without changing the structure of 
the game. 

3. Outline of the Game. A general "Influence Diagram" for the 
game is shown in Figure 1 on page 5. 

To determine the characteristics of the elements at time t we   '• 
assume that the characteristics of the elements are known at time t - At , 
where At is the time increment« 

A brief description of the calculations Involved in the Influence 
Diagram is perhaps in order. Calculation [1] determines the new location 
from the old location and the speed and direction of movement. Calculation 
[2] determines the distances between all elements, the distance between each 
unit and its nearest enemy unit (or units if several are at the same, minimum 
distance), the number of enemy units within small arms range, and a constant 
used to apportion fire among the various enemy units within range of any 
weapons class. Calculation [3] determines the attrition for each class of 
weapons and vehicles; this attrition is dependent upon the time increment 
At , the total enemy fire received from each weapons class, speed of the 
unit and its STATE. (We assume that a unit in a prepared defensive position, 
for example, suffers fewer losses than an attacking unit, and a unit moving 
in convoy at a high rate of speed suffers more losses than one which is dis- 
persed and advancing slowly and cautiously.) 

Calculation [k]  determines the new STATE of the element. In gen- 
eral, STATE denotes the activity of an element compatible with its mission. 
There are seven STATES: STATE 1: administrative movement (no enemy threat); 
STATE 2: contact (enemy under observation but out of firing range); STATE 3: 
attack; STATE h;    defend; STATE 5:  support; STATE 6: break (element no 
longer combat effective due to excessive losses); STATE 7: withdraw. The 
concept of STATE is a convenient tool for recognizing the obvious fact that 
the firepower, attrition, etc., of an element is definitely dependent upon 
its military activity (STATE). The calculation is based on the old STATE, 
strength, mobility, and location of the element and the location of the 
opposing elements. 

Calculation [h*]  can modify [k]  on the basis of orders issued by 
the players. Such orders specify an objective and a STATE for the unit. 

Calculation [5] determines the speed and direction of the element 
uii the basis uf the SxÄTJS, moDiiity, location or opposing elements, and the 
objective. Calculation [6] determines the firepower potential of the element 
in terms of rounds per minute for the individual weaponr classes based on 
the speed of the element and the fire it has received during the pi'eceding 
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time interval. Calculation [7] determines the total rounds of fire received 
from the various weapons classes of opposing units (or elements). 

The formulas are rather numerous and long and no attempt will be 
made here to do more than look at two samplesj the first serves to indicate 
the notation, and the second is characteristic of the majority of the for- 
mulas used in the game. 

Calculation [!] is simple and gives us the new location (location 
at time t of unit i ): 

Xi,t - Xi,t~At + M<Sl,t-At><C0S 9i,t-At>, 

Yi,t ■ Yi,t-At + «at)(slf1wM.)<Bin ei)t_Ath 

where (X, . A+, Y. . ...) denotes the coordinates of unit i and time 

t - Aty 9. .  , the azimuth on which unit i is moving during the interval 

[t - At,t)'# S. . >. the speed in kilometers per minute at which unit i is 

moving during the interval [t - At,t) j and At the length of the time inter- 
val [t -At,t) in minutes. 

Calculation [3] gives the loss in weapons and vehicles suffered 
by unit i during the interval t - At,t . A sample formula is: 

W1i,t =W1i,t-At[1 " aEKDn)(At)(TFRl^t„At) + 

(EKD12)(At)(TFR2i ^t_At)J SLR1] 
f 

where SLR1 = { 

0, STATE^t_At - 1 or 2 

1, STATE^t_At = If or 5 

STC11     , STATS, + A+ =3, 6 or 7 • 
35X312 + Si t-At      ijt-A* 

Here WK, ... , K = 1 in this case, denotes the number of weapons of class 

K available to the i-th unit during the interval [t - At,t)> specifi^illj-, 
we treat W1 as small aims, W2 as artillery, and W3 as tanks. ÄKCIJ 
denotes the effective kill coefficient on -one weapon of class I fire by one 
round of class J fire, I, J = i, 2,  3 . TFffit. ... denotes the total 

rounds per minute of class K fire received by the i-th unit during the time 
^i.- «~* >uj.      i u   - «-»u, \J) t   iv  =   i ,   c,   j   .      OJ.V i '   euiu. o'iXiitz uBuuie   i.-uuaiaiii/B  ae- 

pending on the STATE used in the formulas for SLRX, K = 1, 2, 3, V . SLR1 
is a constant defined by the formula above. This indicates the wide use we 
make of constants and the freedom with which we alter the constants to fit 
varying situations. 
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In connection with Calculation [5] we gave the Computer a choice. 
If STATE.,  = 3 we use the losses ^n manpower ("1) over the Interval 

... .jt 
[t - At-t) as a lofls rate and calculate the ear >eeted losses to be suffei*ed 
during the time required for the unit to move over a distance equivalent to 
its distance from the nearest enemy unit, The expected losses would then be 
given by 

DMTN 
EL i,t 

ill 

<Si,t-At><At> 
fW1i,t-At - W1i,t] > 

DMTN. , denotes the minimum distance from the i-th unit to the 
i,t 

If W1. . - EL.   is leas than *KX) (the break level 
l>t    i,t 

where 

nearest enemy unit. 

for a unit) then the unit is receiving too much fire to proceed further and 
so S< . = 0 . If Wl. . - EL,   is greater than or equal to *tO0, the unit 

i, t i ^ t   i J "^ 
can proceed further and so S 

i,t'0- 

Also, we adjust the speed to prevent one unit from colliding with 
an enemy unit. This is done by requiring the distance traversed from time 
t - At to tf.me t to be less than one-naif the distance from unit • i to 
the nearest enemy unit, if an enemy unit is in sight. 

h.    Program of the Game. This game has been programmed in BASIC 
FORTRAN. It used about 5000-words of storage on the IBM 7072 for a total of 
fifty elements (units). Its running time is output-bound on this particular 
machine, indicating that it could be run on a much smaller machine providing 
the machine had sufficient storage. 

For the game we used a map TOO kilometers square, and limited the 
number of units to 25 blue units and 25 red units. We gave each unit three 
classes of weapons, 1000 rifles, 25 artillery pieces, 25 tanks, and 500 ve- 
hicles. These numbers are arbitrary; however, the formulas are dependent 
to some extent upon the numbers. We found, for example, that if we gave a 
unit 10,000 rifles the formulas did not work out very satisfactorily. We 
can use the same basic formulas but the constants have to be adjusted. 

With regard to capabilitieo, we assumed that a unit could see 
anything within 15 kilometers and could fire on a target at 10 kilometers 
or less. We took the rifle range to be 300 meters. Rates of fire and move- 
ment were scaled down from basic rates by the situationj i.e., STATE, number 
of vehicles available, etc. 

As far as firing was concerned, a unit automatically fired on a 
unit within range and allocated its fire between targets according to range. 

Vie can require output at regular intervals, eaon time interval, 
every ten time intervals, etc. For input, we have to stop the machine. Our 
output consisted of the identificat_on cf the unit, its location, 5JJATE, 
speed, objective, locations of enemy units within sight, weapons and vehicle 

305 



status, fire being delivered in rounds per minute, and the fire being re- 
ceived in rounds per minute. 

5. Some Basic Features of the Game. In the development of this 
gai:ie ve have .^elied on the simp'sst mathematical relations which will rea- 
sorably deoic ttöe'**7e^uTt?r"T,5tSer "than attempting to develop a collets 
jua-f ematical usodel which would be amenable to optimization techniques. At 
the same time, we have insisted on mathematical relationships sufficiently 
precise and comprehensive to serve as a framework for testing ideas that citiQ 
or could be useful in a working war game. The Influence Diagram shows that 
the program is built of subsections, the interior workings of which are 
mutually independent. Thus, even though we have employed very simple mathe- 
matical relations, inside the individual subsections it is easy to replace 
them with more sophisticated formulas without changing the general structure 
of the program. 

The length of the time increment is a vital factor in any game of 
this type based on difference equations. Consequently, we have studied the 
variation of results caused by changing the ler.jth of interval. We have 
found, for example, that for cxr particular fonaulas a time interval of one 
minute produces the most realistic results. TJ'OJ.- an interval much smaller 
than one minute round-off begins to introduce appreciable errors into the 
result. Since we are assuming that the values of the characteristics of the 
element are constant in the time interval, er.  interval much larger than one 
minute invalidates this assumption for actual combat. 

To make these simulations work we needed a military unit which was 
more or less homogeneous and which operate tactically as an entity. Thus, 
we have selected a unit which roughly corresponds to an infantry brigade. 
The unit (or element) can be altered in composition within limits, we have 
found, and the same fo—lulas a^plyj however, the composition cannot be 
changed radically without changing the formulas. 

In calculating firepower and attrition by firepower we have used 
rounds per minute of the separate weapons clasps as units of measure, 
rather than attempting to aggregate several fires (small arms, artillery, 
etc.} into a single number. The desirability, in fact, the necessity, for 
aggregating in a manual war game is obvious but has never been satisfactory. 
With the computer it is not necessary to aggregate and by not aggregating 
we recognize the well-known fact that round-per-minute of various types of 
fire produce different and distinct effects on the men and weapons of the 
military unit. 

6. Problems to be Investigated. The game as described above 
provides the basic framework for a study of specific concepts relative to 
their value in a practical, usable war game. We have, in fact, alrepdy 
studied to some extent various ideas and found the structure adequate for 
our purposes. We propose to investigate the most effective methods of in- 
troducing additional factors with emphasis on those which are essential to 
the development of a practical war game. 

The basic game assumes a flat terrain with const^jnt mobility 
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index, target detection, firing range, &n& vulnerability, ana our gam» de- 
velops from the action of opposing units moving toward each other and there- 
by producing a meeting engagement, The importance oJ terrain variation in 
ground combat is universally recognized* in fact, it is just as much a part 
of a military unit's combat potential as its men, its weapons, or its ve- 
hicles. Consequently; we expect to devote our first effort to its introduc- 
tion, and we anticipate a continuing emphasis on refining our treatment of 
terrain. 

I 
Military intelligence is ^Iso an important part of a unit's combat 

potential, and in the course of our investigations we hope to introduce this 
factor, sspec lly for larger units, as a characteristic of the unit affected 
by information from the flank (adjacent unita) and from the rear as well as 
by observation to the front. I 

A related problem is the coordination of friendly units, The 
present game handles each unit more or less as a separate entity and does 
not tie adjacent units together as a team. We hope to introduce not only 
the interchange of information out also the coordination of fire and movement 
between adjacent units. j 

I 
We recognize the fact that our equations are rough approximations, 

and we have already found that the equations are definitely limited in scope 
relative to sizes of units and situations. We will, of course, endeavor to 
refine theae equations and to modify the related parameters in such a way as 
to produce more realistic results. However, we do not consider ultimate re- 
finement of specific formulas highly important or particularly useful from 
a practical point of view. We believe that the main value of a computerized 
war game consists of the ability to detect relative variations and to study 
the effect of varying one or more parameters with the a 3urance that we are 
actually observing the effect of varying just those parameters. In a manual, 
game individual judgments and decisions which inevitably enter do not permit 
this exact repetition of results. 

In our game we assume that a unit (element) occupies a circular 
area of radius i/2 kilometer. Actually, most military units in a combat 
zone are deployed over an area whose shape and orientation depend upon the 
situation. We propose to study the introduction of this shape and orienta- 
tion and its effect on the fire and combat power of the unit. 

Another simplifying assumption in our present game is that no 
battle lasts long enough to generate any significant logistical problems. 
Wit* lie rsal time to game time ratio which we have at present, we see no 
difficulty in extendii^g game tlie to a period which will involve logistics 
as a major factor. 

This game was originally conceived as a vehicle for investigating 
the potential war göücö vruiüu utm be played on computers, we intend, to 
study the memory requirements and various techniques of reducing these re- 
quirements, the ratio of game time to real tiw, communications between 
players and the computer, etc. Another important facet of this work is the 
study of various compiler languages and their applicability to war gaming. 

?07 



Most of the work in this area has been done in one or another dialect of 
FORTRAN; the limitations of FORTRAN are obvious to anyone who has attempted 
the computerization of a /ar game. 

As mentioned previously, one of the most interesting problems is 
the development of an effective game for a CPX, on the Division level, for 
example. This could probably be imposed on the present game without too 
much difficulty and programmed in FORTRAN thuR making it available to many 
Army units, especially National Guard and Reserve» For such units the com- 
puter would replace umpires and controllers and thus make the CPX a much 
more effective training vehicle. 

PART II: Introduction of Terrain 

1. General Principles. We are concerned here with the introduc- 
tion of terrain into the basic game and the study of its effect on combat. 

From a tactical point of view the terrain features which need to 
be considered depend upon the size of the unit. For example, a small patch 
of woods may be vitally important to a platoon but can be ignored as far as 
a brigade is concerned. We use a military map of the area, containing Just 
those terrain features of tactical significance to the type of unit (a bri- 
gade) under consideration. In our treatment we will endeavor to make the 
procedure ae simple as possible, using regular geometric figures for bound- 
aries, and indices for such factors txs mobility, visibility, firepower, and 
vulnerability. 

2. Methods of Handling Terrain. Various methods of treating 
terrain in computerized war games have been employed. The method of index- 
ing by grid squares has the advantage of being easy to implement and requir- 
ing very little computation. On the other hand, it uses a large amount of 
storage space. Thus, this method is only to be recommended for these war 
gamers who have a large amount of computer storage space available. 

A modification of the above method is indexing squares by excep- 
tion; i.e., all squares except those associated with specific terrain 
features are considered homogeneous. If only a few squares are exceptional, 
this method is both fast and uses very little storage. But in the general 
case this method uses less storage space and more time, and a careful analy- 
sis is essential to determine the preferred method for a specific game and 
machine. 

Continuing the concept of trading space for time, we may index 
by areas of exception. The crit:.cal consideration here is the way in which 
the areas are described. There are various methods of describing these 
areas and the simplest methods involve the use of regular geometric figures 
to describe the boundaries} e.g., the rectangle, the circle, the ellipse, 
the lens, etc. Each clas^ of geometric figures gives rise in turn to a 
particular procedure with its own advantages and disadvantages. 
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A problem associated with indexing "by areas of exception is com- 
paring the location of each unit with the location of each terrain feature. 
This consumes considerable time, but some time can be saved at a small cost 
in storage by dividing the area into rectangular sub-areas so that each sub- 
area intersects a small fraction (say, one-fifth) of the total number of 
terrain features. Then it is only necessary to compare the location of each 
unit with the location of those terrain features which intersect the sub-area 
containing the given unit. The appropriate choice of the number of sub-areas 
depends upon the number and size of the terrain features. 

3. Numerical Quantities Associated with a Terrain Feature. Once 
a method has been determined for describing the location and shape of a 
terrain feature, one must analyze from a computational, point of view the 
effect of the terrain feature on the tactics of the unit.  It is to be noted 
that we consider only those terrain features in the area which affect the 
tactics of the basic element (brigade). 

A terrain feature, in general, affects the tactics of a unit as 
soon as it can see the feature. At this time the unit moves with more cau- 
tion and increases its patrol activity, since the feature may contain an 
enemy. Consequently, we find it convenient to introduce the concept of a 
tactical perimeter roughly 15 kilometers (level range of visibility) from 
the boundary of the feature, and the concept of a tactical fringe consisting 
of the area between the tactical perimeter and the boundary of the feature. 

Thus we associate with each terrain feature a Speed Degrading 
Factor-Terrain (SBFT); as soon as the unit comes within sight of a terrain 
feature (cresses the tactical perimeter) we degrade the speed of the unit 
by this factor. This factor may apply within the terrain feature as well 
as in the tactical fringe depending upon the nature of the feature itself. 

The effect of a terrain feature on the mobility of a unit, inde- 
pendent of enemy activity, is a function of the trafficability of the fea- 
ture. To measure this effect we attach to each feature a Terrain Feature 
Mobility Index (TFMI), between 0 and 1. 

We have assumed that urr'ts with no terrain features between them 
detect each other at 15 kilometers. Terrain features normally decrease the 
range of detection. To indicate the range of detection in a terrain feature 
we assign to each fea '..ure a Visibility Index Radius (VTR) corresponding to 
the maximum distance within a terrain feature at which one unit can see 
another. We will take VIR to be a number between 0 and 15- 

Certain terrain features provide some cover O" some degree of 
protection from enemy fire. To indicate this protection we associate a 
Vulnerability Factor (VUFT) with each terrain feature. This factor depends 
upon the STATE as well as upon the terrain feature involved. 

in view or the fact that terrain affects t-ie rate of fire of a 
weapon, a Fire Suppression Factor-Terrain (FSFT) is a logical refinement. 
This factor depends upon the STATE of the unit and the particular weapons 
class under consideration. 
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^"    1^e Program Including Terrain. The program for the introduc- 
tion of terrainTnto "the War Game described in PART I has not been completed. 
However a preliminary analysis of the modifications has been made for a pro- 
gram in BASIC FORTRAN on the IBM 7072 with the boundaries Jx the terrain 
features defined by ellipses. 

The biggest problem in using the game is entering the large amount 
of data necessary for a terrain feature. Some method other than manual for 
obtaining and entering this data would contribute greatly to the introduction 
of terrain into such war games» 

The analysis indicated that the following algorithms must be added 
to the program of PART I in order to include the terrain; 

a. An Algorithm to Determine Whether or not an Element is in a 
Terrain Feature. The playing area is subdivided into sub-areas (in our case 
16 squares). Associated with each sub-area is a list of terrain features whose 
tactical perimeters contain one or more points of the sub-area. To determine 
if an element is in a terrain feature, one starts by determining which sub-area 
contains the element, and then checks the element with each feature contained 
in that sub-area. If it is in a feature, the factors associated with the 
feature are transferred to a list kept by the element. If it is not inside 
a feature but is in only one tactical perimeter, the factors associated with 
the perimeter are transferred to the element. If the element is not inside 
a feature but is in more than one tactical perimeter, we list the tactical 
perimeters containing the element and for each factor the extreme valus is 
transferred to a list associated with the element. 

We are assuming here that no terrain features intersect but that 
the tactical perimeters may intersect. 

With the element a circle and the terrain feature and its tactical 
perimeter ellipses, the above computation can involve finding the intersection 
cl a circle and an ellipse. However, we can obtain an acceptable answer by 
simply asking whether the center (a point) of the element is inside the ellipse, 
which is a very easy calculation and which will simplify the program and reduce 
the storage requirements. 

b. Detection Algorithm, The purpose of this algorithm is to furnish 
for each element a list of all enemy elements which it hes  detected. It is 
rather long and involved and we will not take the space to describe it in 
detail. The method consists of scaling down the basic 15 kilometer detection 
radius by a factor which depends on the amount of the line of sight which is 
contained in various terrain features. 

In other words, we determine how far a unit can oee in a given direc- 
tion (which, of course, depends on the terrain features in that direction) and 
then see if there is an enemy unit within that listrnce, 

c. Vulnerability Algorithm. The basic, attrition per time interval 
is reduced by a vulnerability factor determined by the 3T4TE of the unit and 
the terrain features involved. 
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d. STATE Algorithm. If an element is within the tactical perimeter 
of a terrain feature and had been in MARCH STATE during the previous time inter- 
val, then its STATE is changed to CONTACT. Otherwise, the STATE is determined 
as in the basic game. 

e. Speed Algorithm. If the unit is in a tactical fringe but not in 
a feature and it sees an enemy unit then the speed of the unit is half the dis- 
tance to the closest sighted enemy unit per hour multiplied by the worst SDFT. 
If the unit is within a tactical fringe but not in a terrain feature and does 
not see an enemy unit then the speed of the unit is road speed multiplied by 
the worst 3DPT. If the unit is within a terrain feature and sees an enemy unit 
then the speed of the unit is half the did .nee per hour to the nearest sighted 
enemy unit multiplied by the worst of the 1JDFT a.nd the TFMI. If the unit is 
within a terrain feature and does not see an enemy unit then the i eed of the 
unit is road speed multiplied by the worst SDFT and TFMI. 

f. Fire Suppression Algorithm. The basic rate of fire is reduced 
by a factor determined by. the STATE of the unit and the terrain features involved. 

Progress to date with the terrain indicates that the structure of the 
game possesses the generality and the adaptability essential for an effective 
experimental war game. 
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INTRODUCTION 

One measure of the lethalJ ty of a surface-to-air 

missile is the probability (PK) of the missile warhead 

inflicting damage on the structure or components of a target 

according to specified criteria. This probability, known as 

the single-shot kill probability, is based on the assumption 

that all components of the weapon system have functioned as 

designed to deliver the warhead to the vicinity of the target. 

Currently, most estimates of PK are obtained from Monte-Carlo 

sampling procedures (References 1 and 2). In this method a 

random sample of n engagements is chosen from the distribu- 

tion expected 'Inder tactical conditions. The mean target 

kill probability, evaluated over the n intercepts i8 an 

estimate of the parameter, Pj,. The engagements are usually 

mathematically simulated due to the prohibitively high cost 

and impracticality of full scale tests. The extensive 

computations required by these mathematical models make the 

services of a high speed electronic computer mandatory. 

The methods developed in this paper allow the weapon 

systems analyst, using tables and hand computation«^., to 

estimate the P- of surface-to-air missile warheads which use 

blast, fragments or both aa target, kill mechanisms. The inter- 

cepting misBile is assumed to attack along a trajectory parallel 
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to the target velocity vector. A similar engagement geometry 

is frequently encountered by surface-to-air missiles in self- 

defense roles, e.g., missiles launched from ships under attack 

and anti-missile missiles launched along inverse trajectories 

to the attack,ng missile. The miss-distance* (r) is cons dered 

to be distributed as the Rayleigh distribution 

f(r) - g   exp [- gj^r] 
g g 

r > 0 

Range errors are assumed to be distributed normally with mean 

located on the target axis and variance, a.2. 

* Mi sis-distance is defined, for this paper, aa the distance 
of closest approach between warhead and target cencers-of- 
gravity. 
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TARGET VULNERABILITY 

Blast vulnerability data express target kill as a function 

of charge weight, altitude and distance of • burst fro» various 

stations on the target. Based on this information a lethal 

envelope can be defined about the target. The probability of a 

blast kill (P. ) is practically 1.0 for a burst occurring within 

the envelope, and outside the envelope it is 0. For evaluation 

purposes the blast envelope can be approximated by one or more, 

ellipsoids. The number of ellipsoids used will depend on the 

accuracy desired. The shape of the envelope will approximate 

the actual shape of the target for small warheads and grow to 

a spherical volume for the larger warheads. The ellipsoids 

considered will be non-intersecting in order that the probabilities 

of bursting in the individual ellipsoids can be summed to 

obtain the total chance of blast kill, P, . '    b 

The target will be defeated by fragments if at least 

one fragment strikes one of the designated vulnerable components 

(areas) of the target.    For simplicity, these areas will be 

considered grouped into one o. nore points centered on the target 

axis. 

To an observer on the interceptor, the warhead emits 

fragments uniformly in a beam bounded by two half-cones of 

half-angles $.,  and $_ (See Figure l).    The vertex of each cone 

is at the warhead e.g., the axis is the missile axis. 
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To an observer on the target, the fragments would 

appear to have velocity 

*fS ^f+\-^t 
where: 

V = fragment veloci*/ with respect to the missile 
1  (static) 

V ■ missile velocity 

V * target velocity 

i 

The beam *ngles, to the observer, would be f  end ♦, 

(Figure 2 and Figure 3) where: 

A  '  » *     V\. sin *, $. » Arctan  f jl  
V. cos <fr, + V + V. 
f   Ti   m  t 

Since V is parallel to V , a lethal fragment volume can be 

generated which is bounded by two cones with vertex at the 

center of target vulnerability, axis coincident with the 
•     i 

target axis, and half-angles $., and $  (Figure 3). 

Bursts occurring within the lethal fragmsc v volume 

would contain the center-of-vulnerability (cv) in the 

fr&gment spray. If the cv is in the sprey, the ;prpbability 

of at least one fragment striking (and thereby killing), the 

vulnerable area is 

Pf - 1 - P (zero hit») » 1 - exp [- —y]     (1) 
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vhere: N * fragment density (frag/steradian) 

A = vulnerable area 

d ■ distance of fragment travel to target 

M • A 
exp [- —zj]  * probability of zero hits 

(Poisson Lav) 

For computational ^ase, the Carlton approximation to 

P. is used, 

d2 pf s exp [" 5? ] (2) 

A good fit in most instances is obtained by setting 
2 

a a 1.25 ' N*A, see below. 

CarItin Approximation to P 

1.0 

.5 

■^    "Pf " exp [-d
2/2.5 NA] 

\>. Pf * 1 - exp [-NA/d
2] 

3- 

d2/NA 
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WARHEAD BURST POINT DISTRIBUTION 

A coordinate system is defined about the target as 

follows:    the target flies in the x,  direction, x_ it aloft 

and x_ to the pilot's right.    The origin of the system is 

located along the target longitudinal axis; the target cent#r- 

o'-gravity (e.g.) will be used in this study.    Tne warhead 

bv -st points are assumed to be normally distributed «long 
2        2        2 «acb of the three axes with variances o    , o    t a    t  and 

Xl  *2  "3 
mean at the origin or e.g. The distribution of bursts along 

x„ and x,, or errors of guidance, can frequently be asauaed 

2    2   2 
equal (o  » a     5 a ) or soma average taken (Reference 3)» 

*2   x3   "- 

e.g., o2- 1/2»(o 2 + o 2) or o? "  / 2 m  2  . 

Errors in the x1 direction will be referred to as range error« 

/ _ 2 _    21 

The dlfttribution of the miss distance (e** /X* * xt   ) 

was 1» »Liable ia obtaining P .    This distribution, called the 
Ray leigh distribution, is easily obtained, as 
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• 2* 

\ ff(xg) f(x3) to, i^ - 2^T-   j f«P I" Al rtMr 
— 8    o o 

f ,    0   £ 

o     6 
exp [- -XTT] dr 20 

*tr) sir 
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EVALUATIOHf 

Blast Kills (P. ) 
D 

The probability of a blast kill (P. ) is equivaleot to 

the probability of a warhead burst within one of the, k, non» 

intersecting ellipsoids which define the lethal blast envelope 

of the target. This aay be expressed matl.< matically for the 

"j-th" ellipsoid as 

J 
PbJ-Pr(Q,<l) Pr 

3 
I 
i=l 

(xi - b, 

« 

P..  is summsd over the k ellipsoids to yield P. . 

for obtaining P. . was described by Frank E.  Grubbs 

in Reference h.    The needed parts of this article are 

sunrcarized here. 

2 

A method 

Setting U. » - 
i G *    ij •   o 

xi xi 
•V for any one 

^ 
of the ellipsoids, Q, we can write 

v^Vh'V2- 
Now U.  is distributed normally with zero mean and mut 

variance, so that the variate (U. *Y is-distributed as 

noncentral chi-square (Fisher 1928) with one degree of freedom 

and noncentrality parameter A,.    Hence, Q, is the sum cf 

products of constants and noncentral ehi-squares.    The sum of 
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weighted noneentral chi-squarea may be approximates by fitting 
o 

the first two moments    to the central chi-squax* (x )•    The 

mean and variance of Q.  are found as 

"j " E(!!
J - */ " 2 £ v« (1 * 2Ay2)- 

2 
Since the nrsan and variance of x    are v and 2v, 

where v is the number of degrees cf freedom, then 

-—J-*J is approximately distributed aa Y   with v *» —d    degrees 

of freedom.    The probability, p      ie found by summing the 

probabilities, P, over the k - ellipsoids which approximate 

the lethal-blast-envelope. 
2 

k k k      xoJ p        „ 
Ph -    I    P      - I    P(x^/v) -    I    / f(x ) dX* 

j«l      •'    1=1 J J=l 

where 

The Wilson-HiIferty transformation (Reference 5) of 
2 

X    to an approximate normal variable, t, may provide 

satisfactory accuracy, where 

t = [Vx2 / v - (1 - 2/9v)] / ^79^ 
which in our notation becomes 

vlJÄ7vll-W"'><$£?• 
So the probability desired is simply 
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pr Iv: i] - *r it < toJ] 
where * la approximately normally distributed, S[0, ij. 

Fragmentation Kills (Pf) 

The fragmentation kill probability, Pf» is obtained by 

integrating the burst probability at ea,ch point, weighted 

by the kill probability at that point, over the lethal 

fragment volume. This three-dimensional problem can be 

solved in two dimensions due to s?yasnetry about the target 

axis. The volume, in x., x„, x_ space, reduces to the area, 

V, in the r, y space (y = x.). If a bA«.H envelope is being 

considered, the area, V, begins outboard of the Intersection 

of the lethal blast envelope with V, see Figure kt  (this 

intersection can be estimated graphically). 

So 

y exp (• 
d*. 

la7- 
r      r   "i 77 axp I- j-y] 
g      g 

^ exp [- Jjjrl drtfy (3) 

vhere 
d2 » r5 +  (y-^)2. 

The region, V, can be divided into three regions V., 

M'   and V_ to facilitate integration. 

Pf (V) - Pf (Yx) *  Pf (V2) + Pf (V3) 

The areas (V.) are determined by the intersection of the lethal 

blast volume and the half-cones bounding the lethal fragment, 

volume» (Figure t)- Integrating over the region V, gives 
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fc      « tMy-h^z j i t              r*Hy-h r -2 
Pf (\) -    j    • j    exp [- —g^r »]  • £~5r «cp C- gj-"y3 

^~7 «*P [- 5J7] drdy, 

where   J. » (y-h.) tan $!. 

Pf (V >> - r * a2a 2 

-^r  I-«p [- % • (pr * ~T)1> 
es I 

1 ,    (yihl)2       y2 ■ 

ft2    fki     ! (y-V^n^i 
g     « r 6    -4 

,      ,        (y-h /'      va 

Completing the square on y and defining 

P * ~"2T 5* 
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'i 
a 2 * P 

l-l,? 

v± - 
Ai   hl 
Ai + B 

Ki - 

hlV_ 
Ai+B 

UA± VL k£). ■ ̂     +    B    (k 

yields 

P(y) -   JL 

-   v< 

't     .«*» 

of /^   +   B 
exp (- -?) 

«       u'«l ^i *x U«   Sj 
f j &2 

P(V3) is evaluated identically as 

FHV.^) .J$  

/A2 +  B 
«xp f       i «p (- 4 ) ** (5). 

L<A
2  M2 k2) 
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The slope (tan <j4) and the y - intercept (&2) of the line 

approximating the boundary between the lethal blast volua» 

and the lethal fragment volume are necessary to perfora the 

integration over V_. These parameters may be obtained 

graphically or from the following foiwlas: 

(kx - hx) tan ♦J - (kg - t^) tan ♦J 
tm     ^1     *    « — r. —. —  

3 *1      *2 

(kx - hx) tan ^ 
h2 * kl " ~~~ tan ♦•      "~ 

P(Vp) is now evaluated: 

f
k2  r rMy-b )* 2 r2 

P(Vj -    I       I    exp [- —-££2—"3- JT   e*P l- {JTTJ 2 

VL    "3 
k,    I. g 

^exp t- Ji,] drdy 

P       fk2 
^ 1   ex* (- § [(y-h2)2 tan2 ♦'  (^* ^T) 
f . ;       /2t« 6 

Kl 

(y~V2    y2 
- —— ~o7} «*• 

where £    = (y-h«) tan ♦!.    Completing the square1 xsn y yields 

P      f
k2 

V * f   \" h   8XP {" 2  CU3 + B)  (y ~ V3)Z- K31} * P( 

k 

^27 



P(Vj - - 2       ö, /OB 
f     3 

P K 
§SS   exp [- £*] 

L(Ay,3kg) 

exp [- 5-] 
J 

<k5 {6} 

LCAgü^) 

»Äere 

tan2 ♦'      x 

A3     0 Z-P a2 

g    s 

h-  + h2 (a2A« ~l) 
w3 ■ "Trqjsr" 

K3 

A^ •  a2  [(hrh2)2 + B-«2-h2
2] + E a2(h1

2-h2
2)  -(h^)2 

a- °(A3+B7 

Then« formulas simplify for certain conditions: 

A.if a   = a. = a 
__ e -1  

P(V ) - pg
3/2;C± cos Vi) exp [-h2 ai-jijL^-i ] 

1 exp  [- ~]du 
/2ir 

(i - 1,2) 

B.  h    - k    » 0 (i„J - 1,2) 
      11   S       ", 1 'In 
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W-2^   <Ä^B+^> 

th A. and B. 

3/2 
P(V)      -*=— (cos V - coo fp 
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APPLICATICS 

One example is presented to illustrate the use of the 

derived equations and the resultant probabilities compared with 

those obtained from the Monte-Carlo simulation dsscribed in' 

Reference 2. Additional examples were examined which illustrate 

the flexibility which can be employed in using this method. 

These will be presented in greater detail :.n the publication 

of this paper as a Ballistic Research Laboratories Report. 

The warhead considered for this example consists of 

1000 fragments which were ejected at 7000 f/s between the 

static beam angles of 1+5° and 135°• The explosive charge of 

the warhead generated the lethal-blast-envelope illustrated in 

Figures 5 and 6.  The target speed was taken to be 500 f/s 

and that of the interceptor (V ) as 1500 f/s. The engagement 

parameters are: 

Engagement Parameters-Dynand c 

Beam Angles,   <j>'      Frag Density» N        Frag Vel, Vf 
(deg) (frag/ster) (f/s) 

36.V-I22.9 35** 821+6 

The vulnerable areas of the pilot, located at (5,0,0), 

and the engine, at (0,0,0) were summed e.t the mean location 

(2.5»0,0) to obtain the analytic estimate of Pv. This approximation 

was made because the short distance separating components, and the 

wide fragment spray, would result in both components being jointly 

in, or out of, the1 fragment spray with high probability. The 

bo\mdary between the lethal blast and fragment volumes was a 

compromise between their projection on the x. x0  - plane (Figure 5) 

and their projecti'.on on the x. x.( - plane (Figure 6). This compromise 

was necessary to minimize the error arising from the asymmetric 

blast volume.- The values of k and k were obtained graphically. 

a 
g 

(ft) 

0 
6 

(ft) 
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The resultant probabilities obtained by the analytic 

method are:  P_ ■ .32, P. ■ .61 and ?„ ■ .93- Corresponding to 
ruft 

these estimates  the Monte-Carlo simulation estimated F„ and P, 
f    b 

as .35 and .63 to yield the overall kill probability, P ■ .98. 
JV 
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THE BIRTH AND DEATH Of A MESSAGE 

APST5xACT 

A group of  techniques  for the analysis of Communications 
Center    and    Staff Message Control message-processing operations 
are presented.    The first  technique, Automated Flow Process 
Analysis  (AZ?A),  permits  operating personnel to pinpoint in- 
effective procedures and operations.    The second technique, 
Simplified Message-Processing Simulation  (SMPS),  permits person- 
nel unskilled in computer techniques  to assess system operation 
under realistic traffic loads.    The  third, Detailed Message- 
Processing Simulation  (DMPS), permits computer-skilled personnel 
to perform more refined analysis in major problem are*-. 
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INTRODUCTION 

Information is no less a class of materiel than helicopters, 
tanks,  or rifles.    Indeed,  it is often    ha prime materiel,  for without 
information, no other materiel can be   :' >".tively employed.    Informa- 
tion controls  t'e ordering,  distribute ' ,  use,   and destruction of 
materiel. 

Information has a life cycle beginning with birth at a source, 
continuing through a point of use (destination)  and ending with death 
when it is no 1 eager sufficiently timely t;j ba of use.    Military in- 
formation is often packaged in messages which are transported over 
wire and/or radio networks from source to destination.    The military 
information manager or communicator must be certain that  transportation 
time does not exceed the information's  life cycJe, because expired in- 
formation is about as useful to a commander as expired ammunition is  to 
his  troops. 

The  technological state oi present  and prop .led  communciation sys- 
tems  such as AUTOVON and AUTODIN,   is  such  that  niessagias  can be  rapidly 
transmitted between headquarters.    However, tntia-heddqoarters message 
processing has not kept pace with technological advances,  end today 
constitutes by far the major source  cf delay,  particularly during peak 
periods  of crisis  and  tension.    Thus,  messages   often die   (cease  to be 
of use)   right in  tue  destination headquarters just a few  feet  from the 
men who urgently need the  information  they contain. 

Data from an extensive study  of message processing in   the U.S. 
European Command illustrates  this point.*   On  the average,   35 percent 
of  ehe  cocai handling  time  is  spent processing  messages within  tne 

*Casael, Arne,  TKP - Improved Haagaga ProoenBlng, Franklin Insrtltuta Rseewoh I*bor»torlg«, 
T»ohnlü«,l Report 1-055, 19^5 
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originating ai^d  destination Communications  Centers   (COMCTRs) ,    As 
shown  in Figure   1,   t.rj  f.-gure  rises   to almost 60 percent for  flash 
massages.    Tuis  is particularly important since,  during the period 
under study,  only 20 percent of the.  flash  traffic vas within the JCS 
speed--a£~ses;vlce objective of .10 minutes.     The problem ia even sore 
severe than the figures indicate, jecause speed-of-service objectives 
are defined from receipt in originating COMCTR to ready fcr delivery 
in destination CCMCTR;  thus  the  figures dö sot include  the vary ex- 
tensive delays in the staff message control units, 

Thus,  it  is  clear that headquarters message processing is a 
necessary  and potentially fruitful area for study.    The complexity  of 
a typical  operation,  illustrated in Figure  2 by  the portion  of the 
detaii   flow chart of a typical  stc.ff message control unit,  underscores 
the need for readily  applicable  analytic  tools. 

Previous programs  aimed at studying the headquarters mestage- 
processing problem co develop mor^ effective alternatives nave  tended 
toward empirical    stipulation,   that is,  on-site modifications  in 
method, procedure,  and doctrine.    Trie ecpirical approach is very in- 
adequate,  because it is quite costly and generally cannot be applied, 
in crisis situations where  the real problsm lies.    Analyses by the use 
of closed-form mathematical models,   although attractive in  theory, have 
also failed, because  of  the difficulty of expressing the complexities 
of the system in suitable form. 

Recent research at the Franklin Institute haa  led to the develop- 
ment of two techniques for studying headquarters message processing: 
a static technique termed Automated Flow Process Analysis  (AFPA)  and 
two computer simulation techniques,  Simplified Message-Processing 
Simulation  (SMPS)  and Detailed Message-Processing Simulation  (DMPS). 
This  family of analytic techniques has proved quite successful in 
developing improved alternatives  to current practice. 

AFPA 

Despice  the  organizational distinction   between COMCTR and staff 
message control (SMC)  in the Army and Air Force  (they are combined in 
the Navy),  they have been merged for the purpose of this study into a 
Message Communications Terminal Office  (MCTO).    The general functions 
of an MCTO and their interrelationships  are shown in Figure  3,    These 
functions are common  to message processing in all aajor headquarters» 
However, both the specific means  for implementing the  functions ard 
the effectiveness with which  they nxe conducted vary considerably 
from headquarters  to headquarters and from time to time within a given 
headquarters. 

This variation is partly caused by  differences in mission» plant, 
equipment,  and mesaage-traftic type and volume.    However, Euch of the 
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variation apparently is  the  result of independent solutions   to common 
problems,   rather than a reflection of different   local  requirement«. 

Local variations should not prevent sstanoardization  of methods 
and terminology;   this standardization is necessary   to assure  that 
methods,  equipment,   layout,  and organization «re raust efficient  and 
to permit personnel  transfers   to occur without extensive  retraining. 
Also,  standardized systems and descriptive  term's  must be available 
before  system mechanization and automation  can be  initiated.     Auto- 
mated Flow Process Analysis   (AFPA)  was  developed by  FIRL*  to provide 
common descriptive  terms  and  a standardized method of comparing 
terminal operations. 

The AFPA technique pewits headquarters  communications personnel 
without flow-charting or systems-analysis experience  to document, 
define in standard terms,  and analyze  their teletype message-processing 
methods  to determine improvements in these methods.    While the tech- 
nique  can be implemented utilizing clerical methods only, punch-card 
processing of data reduces clerical effort and data-processing time. * 

AFPA Technique 

The AFPA technique involves analysis of headquarters message 
processing on  the basis of process  chains and events.    Chains consist 
of the individual processing steps  (events)   that are determined by 
meseage characteristics  (euch as precedence and security classifica- 
tion); by the copy or class cf copies; and by the operating conditions 
at the terminal (such as duty hours and minimize).    At each terminal, 
incoming and outgoing messages follow literally hundreds of unique 
processing chains.    Howeve*-, a relatively small proportion of the 
chains are used to process most of the total traJfic.    The following 
are examples of measage characteristics and operating conditions 
which determine  chains: 

Incoming,  Flash,  Secret Message;  Advance Copy; Normal Duty Hours 

Incoming,  Immediate,  Confidential Message;  Action Copy;  Nonduty Hours 

Each chain is  composed of eleioental processing steps whichk  in 
ATTA,  are called events.    These events are  carefully defined so that 
a consistent level of de.'.iil is provided for the analysis,  and so 
that  terms are ussd contj.':<teucly within a given  terminal and between 
terminals. 

*Maraiat, Paul W. and iUrakia, Alglrd, AFPA - Automated Flov Pruoesa Atia^vala, Franklin 
Instituts Researoh Laboratorlus, Technical Report l-loO,  I365. 

; However,  oosjnunicationa personnel do not have to underster.d punoh-oard prooeaslng,  nor 
do the punoh-oard personnel have  to understand, ooamunloatlona. 
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Each event  1B  characterized in  a number of ways auch as  time» 
operator,  type  of event,   and purpose;  a dictionary  of standard times 
provides   these event  descriptors.     For example,   the  type  of event  is 
divided into four broad groups.     Operations,   Inspections,  Transportation, 
and Holds.    A portion of  the Operation Dictionary is shown in Figure 4. 

Event purposes are also divided into four categories:     Communication 
of message,  Security,   Reproduction and distribution,   and Administrative 
and Quality Control. 

A terminal processing operation is defined in terms of a matrix 
of  chains  and events.    A matrix (shown in Figure 5)   lists  all events 
and chains performed and indicates whether or not a given event occurs 
ia a given chain.    A separate matrix is made for incoming and outgoing 
message processing for major terminal message-processing organizations. 
At a typical headquarters,  each matrix may he represented by  tens  to 
several hundreds of chains,  each of which is  composed of ten to fifty 
(cr more)  events. 

In (i'jiing AFPA, headquarters message-processing person"«.I record 
the characteristics  of each event in selected chains  (unclassified, 
low precedence message, normal working hours is a typical starting 
chain)  on specially designed Message Processing Recording (MPR)   forms, 
then code the entries.    This mau-rial is  turned over to EAM personnel 
for the production of a number of  listings  for subsequent  analysis. 
A typical lietirä is  the Event-Description Listing which describes 
each event and t a tine required to perform it.    The listing can be 
used to locate t'/a events with  the longest  time cycles;   these events 
offer the greateut potential for reduction in processing time and 
manpower requirements.    Another useful listing is  the operator- 
description listing,  which indicates the type and number   ;f operators 
used to process  the messages.     The number of different  operator 
functional descriptions is indicative of processing complexity.    A 
large number of different types  of operators indicates  over-specification; 
very few types indicate iwieldy and complex work as^ignnmnts. 

Special listings are also produced which may be partitioned by a 
simple clerical process into detailed dlow charts.     These flow charts 
can be utilized to present an overall picture of the processing system. 
They ?re valuable in determining the message characteristics,  copies, 
and processing conditions which determine  the basic logic of the proces. - 
sing system.    Also,  the flew charts clearly indicate th5: relative lengti. 
of different processing cheins and give an effective presentation of 
processing complexity. 

AFPA Results 

Ilium«.acive ot  the type cf results which may be obtained from 
AFFA is an analysis  of incoming flash message processing in faix major 
headquarters in the European Command      Figure 6 summarizes the events 
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and reveals the marked differences between headquarters.  Figures 7 
and 8 show a breakdown of event types. Figure 7 indicates the range of 
times required to process the advance ropy of an incoming flash message 
iroai terminal to action agency, command group, or operations center. 
The times vary from less than 2 minutes at Headqua. I; .•" F to more than 
16 minutes at Headquarters D.  The number o.f individual events (shown 
by the circled numbers) varies from 3 (for the shortest chain) at 
Headquarters F to 64 at Headquarters ii. 

It is instructive to examine the operation and transportation type 
events separately.  (Inspection events are too few to warrent comment.) 

The time consumed by operation events varies from 47 seconds to 
more than 9 minutes.  The headquarters wirh the longest total time 
(Headquarters D) also has the longest operation time; the headquarters 
with thi shortest total time also has the shortest operation time 
(Headquarters F). 

The percentage of t >tal time devoted to operations (shown on 
Figure 8) ranged from approximately 15 percent at headquarters A to 
approximately 60 percer.r .-: t headquarters B and D; this percentage 
roughly indicate? the division of time between operations and trans- 
portations, because inspections consume very small amounts of time. 

The apparent cause of these wide time variations is that, in the 
headquarters with the lowest processing times (Headquarters F), most 
processing events are eliminated for the processing of the advance 
copy and are performed subsequently on tne copies provided for normal 
distribution.  It should also be noted that Headquarters F was a 
combined operation performing both communications-center and staff- 
message-control functions; thus, the message did not require processing 
by two separate groups. 

Transportation times as shown on Figure 7 vary from 60 seconds 
at Headque.rters ? to 368 seconds at Headquarters D and represent from 
approximately 35 to 80 percent of the total processing time. Some of 
this time difference is based on the physical layout of the headquarters, 
but it is also partly a function of the type of transportation used 
between SMC and the COMCTR and between SMC and the action agency, duty 
officer, or operations center.  At Headquarters A through F, pony tele- 
type circuits, pneumatic tubes, and messengers were used for these 
transfers.  At 'iaadquarters A, a flash message is sent over the pony 
circuit twice ii succession to provide SMC an extra copy for advance 
distribution; mostly for this reasor  Headquarters A has a high trans- 
portation time, even though it has short operation times (47 seconds). 
At Headquarters A, SMC and the COMCTR are adjacent so that this high 
value of transportation time cannot be attributed to physical separation. 

At headquarters F, with the lowest transportation time, a combined 
COMCTR and SMC eliminates transportation time between these functions. 
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Overall operations require less average  tima than  transportations; 
for the six headquarterss  operations averaged 9.5 seconds and transpor™ 
tations 33.8 seconds.    In part,  t'J~  great difference occurs because 
many operations are logical decisions requiring little sriae to perform,: 
however,  the events with  the longest  times involved transportation of 
the message. 

As a consequence of this analysis,  it would appear that to reduce 
f.^.ash processing Kirne, n>ost attention should be given to reducing 
transportation times.    The following three factors are suggestiv« of 
what may be done. 

Physical Layout,     The  operations  centers,  staff twssage 
control,   and coumunications center should be close 
together to reduce transportation tire. 

Made cf Transportation.    For short distances, messenger« 
are  likely  to be the swiftest means cf transportation; 
for medium distances,  a pneumatic  tube probably is the 
swiftest means of transportation;  for longer distances, 
a pony teletype circuit is likely to be the swiftest ajode 
of transportation. 

Organization.    Transportation of the advance copy directly 
£r<«s the COMCTfe to a predetermined recipient» such as the 
operations  center or staff duty officer, elitaiaatds trans- 
portation of the copy fron COHCTR to SMC and permits 
action to be taken before processing the remainder cf 
the copies.    Normal SMC functions can be perfcrmsd on 
the remaining copies. 

Analysis of flash-message processing events by purpose 1» also 
useful; Figure 9 showa the categorization of events by purpose. 

Most of the time is divided between communication of the messes« 
m& reproduction and distribution.    The variation« in proportions of 
these times are indicative of whether pony circuits are used for com- 
•aunicatlon at  the headquarters or distribution is  via courier. 

Wide variations in two areas do indicate where posöifel« improye- 
neats  could be made: 

1.    Repioduation.     A* Headquarters A and B,  messages 
are reproduced to provide additional copies.    At 
Headquarters A»  this is accoasplished by re feeding the 
tape through  the pony teletypewriter circuits;  at 
headquarter B,  office-type reproduction equipment is 
utilized to provide additional copies.    The need to 
introduce   reproduction time prior to advance-copy dis- 
tribution requires  close examination^ since alternate 
methods  can often eliminate reproduction tin» aetirely 
from the advance-copy processing cycle. 

<U1 



2,    SenuTity,    Appioximateiy 40 percent of Headquarters«:) 
vim--, was devoted to security,    ÄJ.3 high figure resulted 
frow typing receipts for traffic fco thä ernmnand group; 
typing reotipfcs on Ligh precedence scessagfttf contributed 
in large part  to the 16-minute processing time st 
Headquarters D. 

These exaktes illustrate th* ccs*Jr cf AFM vhufl. sppiie-i £© «ae 
processing chain at s headquarters and when used to compare an aquivaJenfc 
chain at several headquarters.    Vbea A??A ia applied to s larger n-iSiber 
of the chains i« a texiainal, it becooee ax; ever, »nor*8 powerful analytical 
toci, 

Altnou^h batching,  input rstcti, and ^uoues are r*ot considered, 
queues can be located by observation,  and op*£ation»  that; cause quAUC«« 
to develop can be investigate^ intensively. 

TectHtiquas auch as line balancing (even division of work assigned 
to operators)  can be employed with ccwfideuce *,o reduce queues( even 
through the exact effect on queue ti&e cannot be predicted with AFPA.. 

SIMULATION 

Analysis cf  the aaessa^e-proctssir.g system by AFPA is very  useful in 
pinpointing areas fox potential iu^ixovesent of operations;  however,  this 
technique c£i?not analyze  the buildup of queues or the effect  of traffic 
variation on system performance since it is a static analysis  tool,    Tc 
handle these system factors,   two co/tputer sisaulütion techniques vere de- 
veloped vbich not or.ly jtruviae a dynamic picture of  the system in operation 
but also nay be readily employed to test the system under differing traffic 
conditions,  tension «ituatiöns, and chauges In processing doctrine and pro- 
cedure.    This testing can occur without disruption of the operation of the 
»ystem. \ 

i 
! 
i 

SfPS 

The first simulation technique,  called Simplified Kessage-?rocessing 
Simulation  (SMPS),,* is an expansion  from an AFPA analysis.    It is designed 
to enable conwunications personnel net experienced in computer program- 
ming to evaluate a meesage-precessing system under dynauic conditions.! « 
Cca-municatiors personnel need only complete detailed woiltsheets describing 
system operation»;  they do not need programming ability. 

1 ! 
*»Snsofcjr, Kat&e and ^aoksnth&l, BUMA, SMPS . Siaplifitd Mtas^a-Proaaaalni; SlqwlJatian, 
Franklin Inntliute Ro«**»-eh La.t">r»/torl*a, T»ahn;to«l Bspcrt l-l6l,  J9fc5. 

A 709C dOBpufcsr la rrjulrad for rujinlng täi* programs. 
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The need for SKPS arises because eosmuunieptions personnel at a 
Military headquarters uwst be  continually swsre of the cspabiütiss 
and effectiveness of their current message-processing sys£ea<?„ not 
only with respect "o current   traffic but also with respect: to crisis 
condition« which may c—ur.    Within the limits of udiitasy regulations 
sad rxtmmmd structure     ^nsaunicators are able to develop changes to 
improve system operation.    However,  changes should not b-5 impieutäRted 
unless there ia aseuraace that tn& total syst'im operation wäll be ia- 
proved;  therefore, methods for evaluation of changes prior to lnpl6ases~- 
t«tiou are required.    Because of the differences in nrseds,  regulations, 
and traffic at different headquarters,  the personnel at the individual 
headquarters (rather than n higher agency)  are best; suited to evaluate 
their own systems.    The likelihood that  these communication personnel 
have programming background or inclination is very small. 

SMPS has thfifce interdependent parts:    a system configuration con- 
sisting of message-processing and decision activities; a system input, 
consisting of the incoming and outgoing aussage traffic during thta tie« 
ox the simulation run; and the sinv.lation output statistics and reLeeed 
data for analysis. 

Syatsm Configuration 

In SMP3,  the system configuration is developed from a series of 
preprogrammed modules of building blocks* in the following fashion» 

Consider the portion of an AFPA flow chart shown in Figure 10. 
The simplified flow chart, shown in Figure 11 is constructed by grouping 
sequences of AFPA events Into uninterrupted tasks so that the personnel 
sad equipment involved would not be interrupted to perform any service 
for any other massage and merging identical chains. 

Each task (each block on the simplified flow chart of Figur* 11) 
then ia described in terms of personnel and equipment required, next 
tasks to be perforated under what conditions, and processing fcimft 
expected, either in numbers or as a fonmila in term.*« of message 
characteristics &a shown in Figure 12. 

The  task-definition data is used to match each  task to a SMPS 
module.t 

*SffS 1« ft Ungukg* d*rtv«<£ fro« th» saoro-Asaeobler oapsöiXisi»» of IBK"« SPSS IX<    The 
building blocks of SKPS lnelud« * «•*-*■ of SPSS THLri*fclee deflnsd In tsr«a of Vr.» jawaBo-Btr« 
of a QPSo transftatlon, * s*t of fusctiane for '-he g«n«ffttloR ■>; 9PSS panuMttr« fro« & d«tk 
of o4r<5a gsneratied lnd*j--*z:d»fitly to U»ses*£be * K«EM<I »»EIJJI«, * f *w otfcur SPSS «yst«» 
vu-iabl»*, and A nut of >'iPS3 Mtero Inrtructiotuio 

fin uaist&l o*aaar It «*y b* masae&ry to divld? a, -U.sk into savoml »iapl«r task« to 
f il» £ BK.t<Sa. 
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The SMPS modules are divided into six categories. The first 
category contains general-purpose modules which involve queue number, 
personnel or equipment identification, next module, and time factors; 
the time factors are for processing or b^chiiig. The second category 
contains decision modules for usual decisions. The third category 
contains modulee '/bich represent transportation and contain facilities 
to record transit times within the simulation and for external statis- 
tical analysis. The fourth category contains a set of modules to 
permit delivery at regular intervals. The fifth group contains the 
modules used to control the flow of messages into the model. The sixth 
group contains flexible modules which allow most unusual tasks to be 
performed without requiring knowledge of GPSS. 

Figure 13 shows a number of typical modules. The circled notation 
in the Al module represents entries corresponding to Task K (tear off 
message from TT receiver) in the simplified flow chart of Figure 11. 
In practice, these entries would be made and coded on suitable work- 
sheets where processing times are functions of aessage characteristics; 
for example, poking time may be expressed (in seconds) as 

6 7 + 4.3 x (number of addressees) + 

9 x (number of lines) 

A series of rules are provided to develop the necessary functions. 

System Input 

if the goal of the simulation is to improve system operation for 
current message traffic, then actual samples of a day's or a week's 
traffic should be used as data for the simulation.  If the goal is to 
improve system operation for different traffic conditions (crisis, for 
example),it is more satisfactory to use a statistical model to generate 
a traffic sample. 

If current traffic is used, worksheets are prepared from an actual 
inessage sample. F«jr each message, the user lists the values of 
these message characteristics: precedence, classification, number of 
pages, number of addressees in header, number of copies for local dis- 
tribution, special security classification, special characteristics, 
and offline crypto requirements. 

The arrival time in minutes, the message identity or in/out number, 
the total number of lines, and the number of tapes or channels required 
to transmit the message are computed by a special input program. This 
program also generates punch cards which contain the specified message 
characteristics in the form required by the SMPS program; these cards 
form the input message deck. 

If a statistical model is used, worksheets are prepared to describe 
the statistical properties of the traffic sample. The properties the 
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user supplies are total number of messages In the sample,  frequency of 
message receipt  and transmittal  (that ia,   the number of Incoming and 
outgoing messages per hour according to the days of  the week and times 
of day each frequency is expected to begin,',  and message characteristics, 
(as he would for an actual sample). 

A different input program then is used to generate  the input 
message deck. 

The message-processing system must handle service messages  in 
addition  to  the normal traffic flow.    These messages must also be 
represanted in the simulation,   because processing operations  for them 
require personnel and equipment  time which would otherwise be spent on 
normal traffic.    However,  characteristics  for these   messages need not 
be  identified,  because  the  loading of equipment  and personnel repre- 
sented by such  traffic can be handled by task-type modules. 

Output Statistics 

The most important question in evaluating a message-processing 
system is.   "How long does it  take a message to get  through  the system?" 
This information is most meaningful in terms  of the cumulative distribu- 
tion function of  the total transit time  through the system; however, 
it may also be important  to know the time through major subsystems,  as 
well as  the time  for messages with special characteristics. 

A major output of SMPS is a deck of cards;  each card contains 
all  the characteristics  of a message,  a transit  time either through the 
entire system or through a major portion of the system,  and an identifier 
specifying the meaning of  t^e transit  time given.    Thus,   this card deck 
can be processed manually, by EAM equipment,  or by computer to select 
the messages with  the characteristics  of interest and to determine  the 
transit-time distributions for these  characteristics. 

f 

The other output of SMPS is a pr .itout that includes tables which 
give the fraction of total number of messages with transit times lesa 
than each increment of an accumulating time scale, the queue statistics 
which Indicate where bottlenecks occur (Figure 14), and personnel 
and equipment utilization tables (Figure 15). 

DMPS 

IN SMPS,  the merging of individual events into uninterrupted tasks 
obscures  some of the system detail.    This  offsets  the relative sim- 
plicity and cost of application of SMPS.    If the Importance or the 
criticallty of a message-processing system dictates  analysis at a finer 
level of detail,  ..«* of the Detailed Message Processing Simulation (DM?S) 
technique is warranted. 

I 
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DMPS* permits  simulation of extremely  fine system details,   for 
example ths effect  of a rules change for batching messages for pneuaatic- 
tube transport during specific hours of the day,  or the effect of certain 
operators     pitching in to help  overloaded operators.    Application of 
DMPS  requires personnel skilled in both communications  and computer 
programming languages,   and is  therefore not suitable for field use. 
However,  it is appropriate for use by agencies concerned with overall 
communications-system operation or direction to assess  the precise 
effects of major changes in doctrine  or procedure  (for example,   change 
from 4  to 3 precedence levels). 

DMPS employs  IBM's General Purpose Systems Simulator II   (GPSS II) 
language.t     Programs in this  language can be compiled to run on the 
IBM 7090,  7094,  7040,  and 7044 computers.    A detailed discussion of 
the  application of  the DMPS  technique is beyond .the scope of this 
paper. 

Typical Simulation Results 

A typical application of simulation is  to assess  the effect of 
crisis  traffic on a system configuration which operates satisfactorily 
on normal traffic.    Data from a number of previous crises were used to 
construct a message sample that reflected the increases in volume, 
level of classification,  and precedence which a crisis  causes.    Figure 
16 compares  the mean transit times  through the same  configuration for 
the normal and crisis» message samples.    Increases  range  from a doubling 
of time for flash traffic to an almost six-fold increase for routine 
traffic.    Using the queue statistics data, it is possible to pinpoint 
the specific areas that contribute most heavily to increased    transit 
times.    Figure 17 shows the fractional change In the critical queues. 
With this data, it is possible to develop initial alternatives;  the 
dark bars on the figure are areas of particular interest. 

For instance,  SMC routing can be streamlined and improved by 
making greater use  of routing keys such as attention  Hnes,  originator 
office symbols,  or subject lines or codes in the message.    These keys 
would permit a large portion of incoming traffic to be routed by 
clerical or automated means instead of by highly trained routers. 
Similarly,  reference-message look up  can be limited to those deter- 
mined to be essential by the xouter. 

Receipting and logging can be considerably simplified and im- 
proved by elimination of unnecessary paper work and by standardizing 
forms,   files,   and signature systems. 

Greer.e, Sylvan and Parry, Patricia, DMPS - Detailed MeBBage-Prooesslnfi Simulation, 
Franklin Institute Rase&roh laboratories.. Tenhnlnni P»?or+  1-162,  1?£5. 

'General Purpose Systems Simulator II,  International Business Maohlnes Ccrromtlon, 
Form 320-6346-1, 1963. 
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Another important oottleneck is  reproduction of incoming «ad 
outgoing messages.    Investigation reveals  that an excessive number of 
copies are often reproduced and routed to agencies  that have no interest 
in the subject matter.    To reduce  reproduction processing tine, agency 
distribution and number of copies  furnished should be reduced to & 
minimum based on need-to-know. 

In some headquarters, pony circuits are used to transfer oesaages 
from one area to another.    While it is desirable to eliminate manual 
handling,  pony-circuit transfer between closely adjacent areas actually 
tends  to increase overall handling  time.    Approximately 3-1/2 minutes 
are required to relay a 200-word group message over 60-word-per-minute 
TTY equipment.     In addition,  bottlenecks  frequently occur during peak 
loads and crises because of equipment  limitations.    It is usually faster 
to transfer such messages by messenger,  conveyor,   tube, or  facsimile. 

The multiplication of tapes  for transmission  takes as  long as  or 
longer than the  time  required to transmit  the message.    At the present 
time,  multiple tapes are first prepared and then transmitted over the 
appropriate outgoing circuits.    Combining these two sequential functions 
into a single operation can reduce message processing time  considerably. 
Equipment is currently available which permits message headers  to be 
typed at a central keyboard and transmitted serially on line to each 
transmitting station.    The body of the message then is transmitted 
simultaneously  to all circuits. 

Both bottlenecks  and  the number of misrouted  and missent messages 
can be  reduced consideralby by simplifying the systems  for assigning 
and updating routing indicators.     Such a system might include assigning 
a permanent routing indicator to each communications  center,  arranging 
the Joint Routing Indicator Book by both unit designation and geographical 
location,  and selective dissemination of routing changes. 

SUMMARY 

Thii paper described and discussed the use of a graded group of 
techniques  for the analysis of headquarters message processing:    AFPA 
for static analysis by operating personnel;  SMPS for dynamic analysis 
and test of alternatives by operating personnel with  access  to a 
digital computer;  and DMPS for use by higher    echelon computer-skilled 
personnel on major problem areas.    Use of these techniques  on a con- 
tinuing basis  for the improvement of terminal and message-control opera- 
tions can provide significant increases in communications system 
responsiveness. 

However,  it is important  to sound the klaxon of alarm!    Even with 
improvements in network and COMCTR and SMC message processing,   the major 
bottlenecks in communications processing remain untouched.    A communica- 
tion does not originate ir. or end at a counter in a message-processing unit. 
It begins at an action officer's desk and is only of value when it 

3^7 



ft""* , ^^ 

reaches his counterpart in a distant headquarters. Figure 18 shows 
that the internal headquarters staff consumes approximately seven 
times more time than COMCTR and SMC operations for outgoing high- 
precedence traffic. Similar relationships are found in incoming 
traffic. It is in this area that the challenge remains. 
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Figure 2.    Portion of Detail Flow Chart—S*iC Incoming Message Processing 
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OPERATION 

No Physioal Change to Message or Other Forms and 

Not Maohlne Operating Function 

Logical or Mathematical 

Olli Counts 

0112 Determines Prcoessing 

Data Gathering (Not Verbal) 

0121 Looks-Up 

0122 Reads 
0123 Searches 

Verbal Comnunlr tl&n 

0131 Irx;u_ -_ 

0132 Notifies 
0133 Requests 

Sorting-Arranging 

011*1 Chooses 

0142 Collates 

01^3 Hangs (on rack, ete.) 

OlW Sorts 

Resulting In Ph. sleal Changes to Message or 

Other Forms 

Transfer Information from Message 

0211 Reoords from Message 

0212 Pokes (Cuts Tape) 

Figure 4.    Portion of Operation Dictionca'y 
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Figure   S.       Chain-Event Matrix 
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14 February 1966 

The U.S. Army Supply and Maintenance 
Command Inventory Research Office 

Bernard B. Rosenman 
Inventory Research Office 
SMC Systems Support Center 
Frankford Arsenal 

The Inventory Research Office was established on 1 July 1{165 
under SMC General Order No. 59.  Our charter calls for us to provide 
an in-house operations research capability, with primary emphasis on 
Introducing the concepts of modern inventory theory into Army practice. 
Tne Office was formed from a small cadre of analysts that had begun 
work at Frankford Arsenal back in 1956 under the auspices of the U.S. 
Army Ordnance Corps Inventory Research Project and which has carried 
on a limited program of research and implementation from that time. 

It has long been our feeling that operations research studies, 
particularly in the Army, have suffered in the translation from theory 
to practice because of the lack of an in-house capability that is 
able to perform the numerous and exacting tasks involved in the im- 
plementation process. The nature of the translation function is well 
understood in the case of hardware development and adequate provisions 
seem to have been made to carry on such activities as engineering test, 
product engineering, user test, field training and the like. Activities 
that are analogous to these must be carried on as a routine and continu- 
ing function In the operations research field as well, for it is quite 
unrealistic to expect that an operations research model, no matter how 
elegant, can be planted in the midst of an operating environment that 
is at best passive and find itself assimilated as a harwoniously function- 
ing part of the host body. The task of finding or developing a model 
that b"s  the possibility of functioning well, of adapting it to fit the 
host environment so that its procedures are compatible with other* (for 
none of these models ie global in scope), &nd of following through on 
the implementation to assure that the graft has actually taken is a long 
and arduous one. And, partly because intimate familiarity with the host 
environment ia so important and because the time span from model formula- 
tion to completion of implementation is often long, it has been our feel- 
ing that this particular kind of operations research endeavor is best 
done by an in-house group. This, at any rate, has been the point of 
view we have espoused over the last several years and we have finally 
got the Supply and Maintenance Command to give it a try, 
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The work program of ehe IRO consists, roughly speaking, of three 
kindv of projects: 

(1) Short-range "crash" jobs where immediate answers are needed. 

(2) Longer-range projects involving some amount of model develop- 
ment or adaptation and significant amounts of pre-implementation and 
post-implementation activity. 

(3) "Background" research where current state of the art is of 
little immediate value in so far as implementation programs are con- 
cerned. 

All projects must be agreed to and funded by the Supply and Maintenance 
Command. Some originate with us; others (it should not be difficult 
to  guess which kind) come from Command Headquarters. And all except 
the "background" reaearch projects are rather well-defined, each with 
at least a few intermediate milestones that are understood by the 
headquarters people so r.hat an acceptable degree of progress reporting 
can be done. 

What we do specifically can best be explained by describing some 
of the projects we are currently carrying. It's perhaps best to start 
with the middle category--those projects that, require some amount of 
model development and considerable amounts of pre- and post-implementa- 
tion work—since projects of this kind are probably most familiar to 
this audience.  The first I'd like to talk about is: 

"A Management System for High Value Army Aviation Components" 

A description of this system, the development of which was comp- 
leted in July 1964, was given in a paper presented at last year's sym- 
posium.* The Supply and Maintenance Command and the Army Aviation 
Materiel Command agreed, in the spring of 1965 to conduct a test of 
the system on two Army aircraft systems beginning in July 1965. Our 
Office was given the task of developing and providing technical guid- 
ance of the test program. 

It is of interest to note that, while theia is a "model" in the 
usual operations research sense imbedded in rhia system, the most 
critical elements of the test program concern not the model but the 
information system within which the model must function.  One of the 
specifications of the original study was that the new management system 
could impose no additional source data requirements on the Army informa- 
tion s/btem. More specifically, we were asked to develop a system that 

* Logistic Management of High-Value Aviation Components, by D. Ho«kstra, 
presented ät  U.S. Atuiy Operations Research symposium, JU-Ji March, 
1 April 1965, Redstone Arsenal, Alabama. 
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could operate with data generated from the Army Equipment Record 
System (TAERS). This was done. But, during the course of develop- 
ment of the management system, many deficiencies were discovered 
in the TAERS source data. The system, therefore, provides for 
Regional Aircraft Logistics Managers in the various geographic areas 
where field maintenance and supply activities are carried on and for 
a man-machine transaction edit function at the Array Aviation Materiel 
Command (AVCOM).  The effectiveness ofc their efforts in assuring a 
flow of TAERS lata that can be used in the management of these high 
cost components is erne of the most critical features to he measured 
in the test program. 

One other mujor tasl in the test involves the processing of TAERS 
and related data at AVCOM to provide input data for the inventory model 
and for management of component assets.  A set of computer programs 
was designed for collecting actuarial life histories, for measuring 
removal, repair, overhaul and other pipeline times and flow rates, 
and for showing present and projected item status. But AVCOM doesn't 
have programmers available to program this system nor has the expected 
augmentation of their computer equipment materialized for processing 
data generated from TAERS.  Thus, the most essential phase of the test 
program-—operating the proposed system with real data in the real 
operating environment—-has not yet begun. We have, therefore, found 
it necessary to change the test plan. We have decided, in effect, to 
run a manual simulation of the computer program on the test items. 
This appears to be feasible since transaction volumes on the test air- 
craft are not large. There are, indeed, advantages to this approach 
that we b<*d not originally thought of. The set of computer programs 
needed to implement the system is large and rather complex. Moreover, 
quality of the input data is poor and it is difficult to anticipate 
all of the problems that are likely to arise in routine processing. 
The manual simulation, it is hoped, will give us and AVCOM some badly 
needed experience in working with the real data and some insight into 
the types of problems the computer program will ultimately have to 
cope with. Thus, what started out as a desperation attempt to keep 
the test program moving appears to offer some very appealing features. 

A second project being worked on involvirg a comparable amount of 
effort by our office but which is in an earlier stage of development is: 

"Reparable Items Supply Control Models" 

Fortuitously, a paper is being given at this symposium on this 
project* and further details do not have to be supplied by me except 
to point out that this is a good example of a project whose difficulty 
was badly under-estimated and which turned out to involve a great, deal 
more, theoretical development than expected. 

»Supply Management Models for Reparable Items, by D. Hoakstra, pre- 
oented at Army Operations Research Symposium 29-30 March 1966, 
Ft. Monmouth, N.. J. 
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This project grew out of contract work pxeviously begun at MIT 
and University of Michigan. Three more of our intermediate-range 
projects have the same roots. One, recently completed, involved the 
adaptation of the MIT nor,-reparable model for use by the U.S. Army 
Logistical Center in Japan. This was rather a straight-forward job 
but docs have the distinction of being one of the few "mail-order" 
operations research jobs we know of. 

The USALC Japan asked us some time ago if we could help them 
apply statistical safety levels and economic ordering principles to 
their operation. We, by correspondence, outlined a data collection 
program for them for estimation of demand variability.  They sent 
the data to us for analysis and, concurrently, conducted their own 
study on their costs of holding and requisitioning stock.  They also 
sent us a description of their current operatinj rules and data on 
the composition of their catalog which were used to construct esti- 
mates of how the new system would compare in performance with their 
present system. Finally, they sent one of their men to our office 
last November, at which tin:e we indoctrinated him in the features 
and methods of the new system.  He then wrote the implementing pro- 
cedures for the Center while at our office and, presumably, the 
system is now, or will shortly be, in operation. 

Another involves the development of improved forecasting techni- 
ques for the Army's Inventory Control Points; the third in this cate- 
gory has to do with development of certain modifications to the MIT 
non-reparables model itself that operating experience indicates are 
needed.  The forecasting project: involves continuation of work begun 
at University of Michigan which we took over when their contract with 
the Army expired. A five-year history of individual demand and return 
transactions on a sample of about 60 Army Tank Automotive Center items 
has been collected and has been tested in an error-analysis simulator 
using various forms of moving average and exponential smoothing proced- 
ures. Analyses are also being made of Variance-to-mean Ratio estima- 
tion methods and of transaction order size distributions. All of their 
work involves analyses not only of the gross demand and return history, 
but also subsidiary analyses by type of demand (recurring, non-recurr- 
ing) and type of customer (CONUS Army, MAP, Overseas, rebuild, etc.) 
The aim of the study is to develop improved forecasting methods suit- 
able for routing computer application with a controlled 'filter" for 
screening "outlier" transactions and a forecast error measurement pro- 
cedure that will permit periodic adjustment of forecast model parameters, 

Work on modification of the MIT model has been started because 
of intuitively unsatisfactory results obtained in applying the model 
to certain classes of items. These difficulties are inherent in all 
"lof-ni**" optiBi="?tion Eodels sr.d arise from the aobumpLiuub or cose 
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linearity and batch delivery. While we «Jo have some ideas on how 
the model can b^ re-formulated, work has not yet progressed üar 
?"ough to raport on as yet. 

The "background" research we are concerned with really involves 
only one .area: multi-echelon inventory systems. We gave a paper on 
some of our work on this type of problem at last year's symposium.* 
Knowledge of the behavior of such systems has not advanced very cruch 
at all in the last year, either in (heoretical work or in pragmatic 
applications. And, at least at the moment, the effort we are able 
to devote to further investigations in this area is minimal because 
of the press of other projects that are considered to be of higher 
priority. But we suspect that we may be able to devote resources to 
this research in the future because of growing Army realization that 
development of policies for individual organizational and functional 
segments of the logistic system is not the most satisfactory way to 
proceed. 

One reason for our inability to devote more time to the multi- 
echelon problem (and, indeed, to some of the intermediate-range 
projects as well) has been the continuing influx of "crash" jobs. I 
am sure that all operations research organizations are familiar with 
these. Most of them are projects that would normally be done as staff 
studies or perhaps by inspection teams—and, as a matter of fact, it's 
not at all unusual to find the same project being worked on concurrently 
by non-operations research groups. It's perhaps stretching the point 
to call these operation« research jobs since the time allowed for 
completion usually limits severely the amount of quantitative analysis 
that can be done. But there is no question that the background ac- 
quired in our other work is extremely helpful in "crash" jobs of this 
kind and we find them to be very fascinating and satisfying to work 
on. Some examples of these "crash" projects are: 

A Method for Forecasting Army Stock Fund Sales 

This had to be done within a very short period of time for use in 
the FY 1965 mid year budgetary reviews.  It had been recognized that 
Army Stock Fund Sales are seasonal, tending to increase as the fiscal 
year progresses. No systematic technique for estimating seasonal 
coefficients was in use in the Army and, as a result, the mid-year 
reviews with OSD and Bureau of the Budget were difficult affairs. 
Our study involved really nothing more than application of standard 
time series techniques but it is heartening to be able to report 
that our recommendations were adopted and implemented in an AMC Regu- 
lation.  

*Effect of Army Stockage Policies on Costs and Performance of the 
Supply System, by J. B. Henard, Jr. and B. Rosenman, presented at 
U.S. Army Operations Research Symposium, 30-31 March, 1 Ap«.il 1553, 
Redstone Arsenal, Alabama. 
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A Quick Method for Estimating Funds Required to Support Southeast 
Asia Buildups 

What was wanted here was a way to estimate repair part build-up 
requirements when specific information on the: make-up of the forces 
to be re-deployed was lacking and when time did not permit querying 
the National Inventory Control Points for their estimates.  The 
method we developed involved selection fro;"x the Troop Basis of combat 
typt organizations that might be used as "building-blocks" of any 
force to be re-deployed, selection from their TO/Es of those major 
items of equipment that could be considered to be the heaviest parts users, 
and development of tables to be useJ in conjunction with a simple model 
for computing increased funds requirements resulting from pipe line ex- 
tensions and increasing part failure rates. Then, if the question 
arose: Suppose we were to move "X" Infantry Brigades, "Y" Aviation 
Companies, "Z" Armored Divisions and their associated (but unspeci- 
fied) support to Vie.tNam by such and such a date, how much additional 
stock fund and PEMA money would be needed for parts support?  people 
at Suuply and Maintenance Command coula compute by hand a somewhat 
defensible estimate within an hour.  I don't think our method has 
been used as yet, for less formal estimating methods apparently still 
suffice, but it is available for use should the need arise. 

Statistical Study of an NICP's Supply Control Operation 

This project, which turned out to be a big resource consumer, 
resulted from the report of an inspection team's visits tc one of 
the National Inventory Control Points. We were asked to determine 
if effects of migration of items between dollar value categories 
charges in assignments of analysts to items, policies on super- 
visory reviews and similar matters constituted serious management 
problems. Before the study got under way, we were also asked to 
examine in depth the supply management history of six critical items 
to determine if a discernable pattern of causes existed for their 
continuing backorder position. The first part of this study was pri- 
marily statistical and the data turned out to be of substantial inter- 
est to the NICP. As expected, the analyses of the critical items re- 
vealed no single pattern of causes for their continuing poor avai'.a- 
bility but we were able to devise a technique for isolating the mijor 
causes and for determining in a quantitative way the contribution of each 
cause to the backorders on hand at any given point in time. Although 
we hesitated to do ao, we could not avoid making some recommendations 
on' steps to be taken to improve the quality of supply control studies 
and, as a result, find ourselves involved in attempts to put some of 
them into effect. 
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The Inventory Research Office Is, of course, too new to have a 
wealth of experience to report on and It is too early to tall whether 
or not an in-house organization of this kind can do an effective job 
In bridging the gap between research and implementation. Problems do 
exist, mainly with resources, that cause the work to move more slowly 
than we'd like. But we're hopeful that they can be overcome and that 
we'll have a good deal more finished work te report on at next year's 
meeting. 

A 
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INTRODUCTION 

This paper discusses various policies "which can be fcllcwed by a 
National inventory Control Point (NICP) in scheduling procurement and 
rebuild of repairable items. By and large, applications of inventory 
theory are atill limited to non-repairable items; these items are bought 
by the Army NICP's in wholesale lots, sold to the Army retail supply 
system and not normally returned for repair when they fail, but discarded. 
It can be shown that for those non-repairable items, the NICP should 
establish a reorder point; when its on-hand and on-order assets fall 
below this reorder point, it should buy a given order quantity. Formulas 
have been developed to determine the "optimal" values to be used for the 
reorder point and for the order quantity, i.e., those values which will 
yield the best possible supply performance for a given investment in 
inventory on-hand and for a given procurement workload. These formulas 
are now widely used throughout the U.S. Army NICP's and equivalent whole- 
sale organizations in the other services and the DSA. In supply manage- 
ment jargon, one uses the term Economic Order Quantity (EOQ) and Variable 
Safety Level (VSL) when referring to procurement lot sizes and reorder 
points thus computed. 

Before the implementation of EOQ/VSL policies it was common practice 
tD buy in lots which represented a fixed number of months (e.g. six months) 
of supply, without regard for the possibilities of trading off the cost 
of holding stocks against the cost of procurement actions. In the case . 
of an inexpensive item for which there is only an occasional demand, it 
pays to buy several years worth of supply because the small added cost 
of stocking a greater quantity is more than offset by a reduction in the 
number of procurement actions. Conversely, in the cas'- of an expansive 
item for which there is heavy demand, the economic scale tips in favor of 
lots which an as small as passible. The EQQ calculation considers Cha 
cost of holding a unit of stock and the cost of a procurement action, for 
each individual item, in arriving at the optimal buy quantity. The over- 
all effect Is a lower level of inventory (higher turnover rate) or a 
lighter workload of the procurement department or a combination of these 
two beneficial effects*.. 

Before the introduction of Variable Safety Level calculations, the 
reorder point was normally set equal to the expected demand during the 
procurement lead time, plus a safety level again equal to a fixed number 
of months of supply. Thus, with a procurement lead time of six months, 
and a safety level of one month, the reorder point would equal seven 
months of supply for all items» The purpose of the safety level is to 
protect against running out of.  stock when the actual demand in the lead 
time exceeds the expected level. But, a fixed safety level of one month 
cannot be equally appropriate for all items. Ideally, the safety level 
«luuiu   uc    act   wti-u   icgatu   tu    tuk«   ucuia.iu    väi Iäuii.j.ty    wuiCii   Cäii   u<=   sVi}»£Cieu 
for a given item, and the desired ievt;! of protection against a p cck-out. 
Under the Variable Saiioty Lsvel scheme, each item will receive a Different 
safety level which is designed Co achieve the best possible level cf. 
customer service within the Hosics imposed by procurement workload and in- 

vestment in inventory. 



How to m? >age repairable Items is much more difficult and still 
largely unsolved. These are the items which are not all discarded by 
the user in the field upon malfunction or failure, but of which some 
are returned to the NICP for overhaul or repair. They are typically 
the more complex aud expensive components such as carburetors, starters, 
missile chassis, rangefinders, ballistic drives, and radios. 

Replenishment of wholesale supplies can come from two sources: fron 
new procurement and from repair of unserviceable items. This gives the 
decision maker an added degree of freedom in deciding when and how much 
to repair, considering the economic consequences of hi3 decisions, and 
realizing that his repair decisions and procurement decisions should be 
coordinated to achieve the best possible supply performance. Repair as 
a source of supply differs from procurement in a numh<ri of ways,. Repair 
is usually done   Army depots, thus there is no contract to be negotiated 
with an outside manufacturer and consequently a much smaller set-up cost 
for a repair action than for a procurement action. Also, the. lead time 
of a repair action is normally shorter than that for a procurement action. 
Rut the most fundamental difference between repair and procurement is 
that one can only repair as many items as there are unserviceable items 
available to be repaired. 

There may, in some cases, be a question of the service expected from 
a repaired item versus the service expected from a newly procured item, 
but this question is outside the scope of this paper, where it is assumed 
that a repaired item is as good as a new one. 

Why don't we yet have a uniform and theoretically justified pulley 
for the management of repairable items similar to the EOQ/VSL policy? 
Certcinly not because such a policy is considered unimportant: the dollar 
impact of improvements in the repair and procurement policies of these 
more expensive items are likely to be quite large compared with what has 
already been achieved in the case of the non-repairable it ms. The diffi- 
culty i3 two-fcld. In the first place, there is no agreement on the form 
of the policy that should be followed. And secondly, even if one chooses 
one of the several policies which have been proposed, it is very difficult 
to calculate the optimal values of the various decision parameters in- 
volved. 

Our research centers on two policies which differ widely in the degree 
o£ coordination which can be achieved between procurement and repair action: 
In a way these two policies are extremes, and several others can be easily 
constructed by taking some features from the first, and others from the 
second. The U.S. Navy, for instance, is currently implementing a policy 
which -'s a cross-breed of the two policies discussed in this paper. 
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TWO STOCK POLICY 

The first policy to be '^scribed was originated by Dr. Herbert P. 
Galliher, now at the University of Michigan, who was at MIT when this 
development started. It is named the Two Stock Policy, because it corres- 
ponds, conceptually, to a situation where there are two separate fetock 
managers. 

n*he simplifying assumption is made that we can split the total demand 
for serviceable items into two classes of customers, those who bring an 
unserviceable in exchange when they ask for a replacement item, and those 
who request a serviceable item without giving an unserviceable in exchange. 
The first clasp of customer goes to the first stock manager, whom we call 
the Repair Manager. He has two piles; for every unit he adds to the pile 
of unserviceable items, he loses one from the pile of serviceables. His 
total inventory, counting serviceables and unserviceable, remains always 
the same and ill he does is to watch his pile of unserviceables grow and 
when it reaches a certain size, he repairs them. Supposedly he initiates 
the repair action early enough so that his chances of running out of 
serviceables while he waits for this order to be delivered from the repair 
shops are small. 

The second manager only has to worry about procurement, and his ac- 
tions are exactly the same as those of someone managing a non-repairable 
item. He watches his stock of serviceable items, and when it falls to 
the reorder point, he buys an economic lot from the manufacturer. 

In reality, of course, we do not keep two separate piles of service- 
able items, one of items to be given to those who return unserviceables, 
and one for empty-handed customers, and the independent action*» of the 
hypothetical Repair and Procurement Managers can be restated as fellows: 

a. Establish a reorder level for procurement, an economic 
procurement quantity and an economic repair quantity. 

b. Buy one procurement quantity when the  level of service- 
able items on-hand um! on-order from procurement: and repair, plus unservice- 
ables on-hand falls below the reorder level. 

c. Repair when the level of unserviceable items on-hand 
reaches the repair quantity. 

This policy is simple and it has been possible to develop a mathematical 
model (Appendix A) which can be used to compute the "optimal" values of 
the three parameters (reorder level, procurement quantity, and repair 
quantity) for any item. However, the admirable simplicity of the Two Stock 
policy is at the same time its weak poiit.  It does, not achieve much 
coordination between repair and procurement actions. Repair is initiated 
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when a pre-establi3hed quantity of unserviceables has been accumulated, 
whether they are then needed or not. In some cases, when the supply of 
serviceables has dwindled unexpected!7, repair might be the proper acticra, 
even though less than the required number of unserviceables ara on hand. 
In other cases, ample supplies to cover the needs of the foreseeable 
future may be on hand and repair might profitably be postponed, even 
though the required number of unserviceables are available. 

In short, whether or not repair is initiated should depend on two 
considerations, the availability of unserviceables and the need for 
serviceables. The Two Stock Policy only considers the first factor, and 
it should therefore be possible to improve upon it. 

A similar weakness exists with respect to procurement actions. In 
deciding whether or not procurement should be initiated, the Two Stock 
Policy will count all unserviceables on hand as assets against the re- 
order point without considering the extent to which repair actions can 
be counted "pon to convert these unserviceables into serviceables. 

LOOK AHEAD POLICY 

The second policy overcomes these weaknesses but is thereby more 
complex. This policy has bean appropriately named the Look Ahead Policy 
because it operates on estimates of future repair orders. To assure that 
repair actions are initiated when repaired items are needed to help pre- 
vent an out-of-stock position, a second reorder point is introduced. Just 
as the procurement reorder point warns the manager of the necessity of a 
"buy" action, so should the repair reorder point indicate when the level 
of serviceables on hand plus on order, due to arrive before the end of 
the repair lead time, is falling below the demand that can occur in the 
repair lead time. The repair reorder point triggers a repair action, but 
only if enough unserviceables are on hand to at least fill a minimum re- 
pair quantity. 

Upon reaching the procurement reorder point, a decision has to be 
made whether procurement is required or not; a projection is made of .the 
unserviceable Items expected to be on hand when the repe'- reorder point 
is reached (it is assumed throughout this paper that the repair lead time 
is shorter than the procurement lead time). 

Now the question is asked: is this projected quantity sufficiently 
large? The projection is to some exteat a guess because it is always hard 
to predict when the repair reorder point will be triggered and how many 
unserviceables will be turned in during that period. By retiring that 
the projected repair order exceeds the minimum repair quantity by some 
protective level, we can limit the chances of putting false hopes on a 
repair action which later f^ils to materialize. If the project«».! repair 
order satisfies this requirement, it is then added to the level of service- 
ables on order aa a planned repair order.  If this bring? the level of 
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serviceables on hand and on order above the procurement reorder point 
then no further action (procurement) is required. However, if either 
the projected repair quantity is too small, or the planned repair order 
is not large enough to bring serviceable assets above the procurai»fc.«t 
reorder point, then procurement action is taken. 

Thus, the serviceable assets level, for the purpose of procurement 
decisions, consist of servicaables on band (or minus the backorder posi- 
tion if the item is out of stock) plus serviceables due in from procure- 
ment and from repair plus any planned repair orders that may be on the 
books. Other than outstanding procurement orders, the planned repair 
orders are quite unreliable assets. They are counted upon to provide 
the necessary serviceables when needed as a substitute for procurement, 
but their real worth is uncertain: one large demand and they may turn 
out to be empty hopes; conversely, a rash of unserviceable returns may 
svell them to very substantial quantities, It is desirable, therefore, 
that they be continuously monitored and adjusted in size to always re- 
flect the latest estimate of how many items will be available for re- 
pair and when. In addition, it is possible to "pad" the procurement 
reorder point if the asset level includes planned repair orders in compen- 
sation for their unreliability as assets. Another way of achieving the 
same end ie to count the planned repair orders for something less than 
their expected size when calculating serviceable assets., 

The Look Ahead Policy can be summarized as follows: 

a. Establish two reorder points, one for procurement, the 
other for repair. 

b. Establish an economic procurement quantity , a minimum 
repair quantity, and a minimum planned repair order. 

c. When the level of serviceable assets falls below the. 
procurement reorder point, determine whether the unserviceables expected 
to be on hand when the repair reorder point is reached is larger than the 
minimum planned repair order. Procure only if this is not so, or if the 
projected repair quantity is not large enough to bring assets above the 
reorder point. 

d«, Initiate a repair action for all unserviceables on hand 
when the level of serviceables on hand and on order - due in within the 
repair lead time - falls below the repair reorder point. Take no action, 
however, if the unserviceables number less than the minimum repair quantity. 

Note that under this policy procurement decisions are not taken with- 
out consideration of the prospects for future repair actions, and repair 
actions are time phased to prevent stock-outs, within the limitations 
i=pos=d by Lhe availability of unserviceable items. Thus, the shortcomings 
of the Two Stock Policy have, in theory at least, been corrected. A 
mathematical mcdel which enables one to calculate the "optimal" values 
for the five decision parameter3 in the Look Ahead Policy is und^r develop- 
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ment. The basic version of this model is given in Appendix B. 

One of the interesting results obtained in Appendix B is the form 
of the solution for the optimal procurement quantity Q and procurement 
reorder level R. 

2 Xa j + 2(1+1) f(y-R) G(y) dy 

| G(y) dy - —L-   Q 
i 1 + 1 R 

where \    - demand rate for serviceable items 
s 

G(y)    ~ probability that demand in procurement lead 
time exceed? y 

i,j      « cost factors 

This solution la independent of the repairability of the item;  in fast, 
this solution is identical to the solution for the non-repairable case. 
Procedures for calculating optimal procurement quantities and reorder 
points ire now already in use at the NTCP'e and it would simply be a      A 

matter of extending the~e procedures to cover repairable items as well. 

* ■ 
A few of the NICP'a have already done this. 
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SIMULATION 

We turned to simulation of these different policies, alongside a 
model cf the policy presently being followed, initially for the purpose 
of performance evaluation . 

Simulation programs were easily written in the special language for 
computer simulation, SIMSCRIPT, which has recently become available for 
most scientific computers. In the computer we can easily create the 
proper environment, with scanty data, improbable forecasts, changing re- 
quirements, uncertain deliveries, etc., under which these policies have 
to operate. Not that we have incorporated quite that much reality in 
our programs yet. Even in simulation models it is desirable to maintain 
a certain level of abstraction; "too much" reality can make the simula- 
tion model as difficult to study as the real problem and the model then 
loses a good deal of its usefulness. For instance, in our experiments 
thus far we have always used a stationary demand pattern, i.e., the mean 
demand rate and the average order size are kept constant during the run. 
But nevertheless a realistic amount of unpredictability is built into 
the deicand and return processes by making demand and return transactions 
ocxur at random time intervals, and by making the number of items involved 
in individual demand and return transactions follow a geometric probability 
distribution which exhibits considerable variability. This way the demand 
can be made as erratic as required for correspondence with actual experi- 
ence on similar items. 

The question that we originally set out to answer by simulation was 
whether tb° improvement in performance of the Look-Ahead Policy over the 
Two-Stock Policy is realizable, or whether the uncertainties in demand 
and return rates, and perhaps in lead times, make the added considerations 
of no value. Suspecting that the Look Ahead Policy is superior, the intent 
was to find out whether this could actually be demonstrated under circum- 
stances which approximate reality. 

Hov ver, this original objective decreased in importance aa aoan  as 
we began to run the simulations, for confronted with the actual achieve- 
ments of the simulated policy, we were forced to reexamine assumptions, 
find solutions for unforeseen circumstances, and, in general, reduce the 
original theory to a set of consistent and practical rules which achieves 
the desired performance. In the case of the Look Ahead Policy, the very 
first runs did indeed show it to be slightly better than the Two-Stock 
Policy in actual performance, but at the same time there was very little 
correspondence between what was happening in the simulation and what was 
supposed to have happened according to our mathematics. For instance, 
we originally assumed that the average repair quantity depended on the 
procurement quantity and the minimum planned repair order as follows: 
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R  = QR + 1/2 £ Qp 

where   R  = average repair quantity 

Q„ ■ minimum planned repair order 

Qp = procurement quantity 

In our conception, the level of unaerviceables on hand and due in would 
build up with successive procurements^each procurement postponing repair 
for another period averaging Qp/Xs> which means on the average XRQp/Xß 
unserviceables gained, until at least a quantity QR had been reached. 
OR would thus be "overshot" by 1/2 XRQP/XS on c^e average, Howaver, it 
soon turned out that this is true only if the amount of unserviceables 
accumulated during a procurement cycle XRQ?/XS is small compared to the 
number of unserviceable items needed to make up a planned repair order, 
QR. With a large fraction uf items returned for repair, XR/XS = «80 for 
instance.. XR Qp/Xg tends tc be as large as or larger than QR which exactly 
reverses the situation. Instead of having a sequence of procurement orders 
followed by one repair order, we then observe only one procurement fol- 
lowed by a sequence of repair orders. The single procurement cycle is 
then usually long enough to accumulate enough unserviceables (more than 
QR) for a planned repair order. This led us to the development ot a 
second formula for the average size of repair orders: 

2*-R       *-R n ,f  XR 

The first term represents the repair order projection (less than Qp and 
therefore rejected) made at the time a procurement order is placed, and 
the second term represents the additional unserviceables which accumulate 
during the procurement cycle (until the procurement reorder level is again 
triggered). 

As far as the dependence of R on QR is concerned, this hardly differs 
from the earlier expression which contained the term QR because 2\R/7IR + Xs 
would be close to one. But the effect of Qp on R is now twice as large 
with XR/XS instead of 1/2 XR/XS«  *n Appendix B the simplifying assumption 
was made chat the expression can be written as 

R. ° a  QP + I  QR 

where a  and g are constants not depending on Qp or Q„. The optimal pro- 
curement quantity Qp and the optimal average repair quantity R are shown 
not to depend on Q- or g. However, if one wants to find the correct Q» to 
H« MMPH wi I'll th** ontfvx(i 1 f^" to "roducs t^s desired D -*— ^-^ir^*-- ~£  —* 
ß has to be available. 
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Other things learned in observing the simulated model were: 

a. It pays to discount somewhat the assets under the Look 
Ahead Policy if planned repair orders ara involved because we then count 
on future returns of "nserviceabie items; this adds to the uncertainty of 
the situation which otherwise would consist of demand variability t ily. 

b. Demands and returns being as erratic as they are, actual 
repair orders under the Look Ahead Policy are not of approximately the 
same size each time as is the case in the Two Stock Policy but fluctuate 
considerably. This results in an average level of stock on hand larger 
than indicated by the expression used in Appendix B. 

c. Because demand transactions in many cases request more 
than one item at the time, one expects to"undershoot" the reorder level 
used. After having calculated the optimal reorder level to be adhered * 
to one should add to this the expected undershoot or else the effective 
level of protection against stock-out may be much less than expected. 
This much was known and one normally estimates the expected undershoot        , 
as one-half times the average demand order size. The simulation runs 
showed, however, that the procurement reorder level undershoot under the 
Look Ahead Policy is much larger than one-half the average demand order 
size, amounting in many cases to several times the average order. The 
reason was found to lie in the planned repair orders; when a demand oc- 
curs they are adjusted downwards causing the asset level to drop by more 
than just the quantity demanded. 
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CONCLUSIONS 

The major conclusion we have drawn from our work to date is that 
if one deviates from a simple policy with a nice clean mathematical solu- 
tion, such ae  th& Two Stock Policy, be prepared for trouble. If, knowing 
this, one experiments anyway because there appears to be the possibility 
of significant improvement, then simulation is an absolute necessity. It 
is hard tr> conceive of a decision rule which is so simple that nothing 
can be gained from simulation experiments. And with special computer 
languages such as SIMSCRIPT, simulation has suddenly become easy to use 
and economical, where previously it was difficult, expensive and, above 
all, time consuming. 

All the problems associated with the Look Ahead Policy have not yet 
been solved to our satisfaction. However, even in it« current, admittedly 
imperfect, form, the Look Ahead Policy has in some simulation runs shown 
itself to be batter than the Two Stock Policy. But then, those runs may 
hava painted axi unfair picture. It should be pointed out t* at in simula- 
tion runs so far the (programmed) decision maker is assumed to know the 
true valua of demand and return rates, probability distributions of order 
sizes, and lead times. Thfs is a welcome simplification; it means, for 
instance, that the various decision parameters such as lot sizes and re- 
order levels have to be calculated only once at the beginning of the run. 
However, it eliminates a good deal of actual uncertainty, and it nay well 
give the Look Ahead Policy an unfair advantage. We plan, therefore, to > 
incorporate a forecast of future demands and returns based on past experi- 
ence, with periodic recalculations of the decision levels before drawing 
any conclusions as to *:he superiority of one policy over the other. 
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APPENDIX A 

The Two-Stock Policy 

In conformance with »"he earlier part of this paper, a distinction 
is made, at least conceptually, between a Repair Manager who serves 
those customers returning unserviceable items to cover their demands 
for serviceable items, and a Procurement Meager who serves those 
customers not giving unserviceable items in trade. The subscript 1 
in this Appendix refers to the Procurement Manager's business, the 
subscript 2 indicates the Repair operation. 

State Probabilities 

First consider the Repair Manager. His total stock, serviceables 
and unserviceables, aW&ys remains af tie same level, because for each 
serviceable item given out, an unserviceable item is received. We de- 
note this total level by Mg. By repair: \g  each time the unserviceables 
on hand reach Q2 , the repair quantity, the level of serviceable assets 
Ag (on hand minus backorders plus on order from repair) will always stay 
between Mg and Mg-Q2. It can be shown that at any given time Ag can be 
anywhere in the interval with equal probability; Ag is rectangularly 
distributed in the interval between M- and Mp-Q with density function 
f(A2) = 1/QS. - ^ 

Tb^re is a direct relationship between the serviceable assets at 
time t and the net stock level  (on hand minus backorders) a full repair 
lead time later.  Since the on order portion of the asset level will be 
delivered before,the end of the lead time, the net stock position at the 
end of the lead time must be equal to the earlier asset level minus the 
demand that occurred during the lead time. 

N2 (t+Ta) = A2(t) - Y2 

where T£   is the repair  lead time,  and Y2   is  a randoir variable representing 
the demand on the Repair Manager during a repair  lead time. 

This same equation can be restated,  somewhat more conveniently,  rela- 
tive  to Mg  as: 

S2   (t+TH)  = HgCt) + Ys 

where Kg represents the amount by which the asset level is below Mg, and 
S2 is the difference between Mg and N2. 
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We want to find the probability distribution of Sa. My given 
S2 is the sum of two random variables, a level Hg some tiwe Tg in the 
past, rectangularly distributed between 0 and Q,,, and a &®amo.  variable 
Y2 which we assume has a density function g^y). Consequently, «e find 
the state probabilities of S2, P2(x) as: 

KW " ij vl*-')« 
1   [ **(.*) - Ftt*-^V]    -.-.-0) 

where Fs (x)    ■ the probability that Y2  is  les* than or equal to  x , 

In the case of the Trocurement Manager,  the serviceable aaset level Aj 
(on hand minus backorders plus on order from procuremenft)will stay between 
the stockage objective >i,  and the reorder level Ma -Q3,   and in probabilistic 
terms  is rectangularly distributed with density funtlons 1/Q^.  Slack stock 
Sx   (the difference between Mx  and net stock level Nj) again is composed of 
a rectangularly distributed variable HJ-MJ  - Aj  and a stochastic variable 
Yi representing the demand upon the Procurement Manager during a full 
procurement lead time Tt. Completely analogous to (I) we no« find 

P. <•») = £, i F.OO - F, t-K-tSOl " - W 
However, our final objective is to find the state probabilities of total 
net stock for the Repair and Procurement Manager .combined because this 
enables us to calculate the average level of backorders and stock on hand. 
Total net stock N equals Nx + Nj.. We can also define a total stockage 
objective M equal to Mj + Mg and instead of the state probabilities of 
N we could just as well use the state probabilities of a slack stock S 
defined as M - S. It can easily be shown that S «■ ^ + Sa. S is thus 
the sum of two independent stochastic variables Sx  and Sa with known 
state probabilities pa(x) and pa(x). This leads to 

►r.W. (S*«) -  KO-^g ([FCY)-K^%VI<^   — l**) 
Q,C*V 

*-<3, 
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where F(y) Is defined *s the probability that the sun of the dewand on 
the Repair Manager during t^e repair lead tine, Ya, md  tho dcmaeud on 
the Procurement Manager during the procurement lead tisse,, Ylt 1« leas 
than or equal to y. 

The state probabilities of slack stock S tell us all WK need to 
know. The probability of S - M, for Instance, is equal to the fraction 
r,€ tic- that we have exactly zero -«et stock; S greater than N aeaas 
tackorderf», and therefore the sum of state probabilities for S equal to 
11 + !., M .- 2. H + 3, etc. is equivalent to the fraction of tisae the 
system is backordered. The average level of backordars equals: 

n - f (M - s) a(x) & —- (4) 

M 

The average net stock level is fond as: 
a» 

H -    f (H - x) p<x) dx —- (5) 
0 

and average stock on hand: 

M 
I -    f (M - x) p(x) dx 

0 

-5+5 —— (6) 
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Coat Minimization 

The objective function to be minimized takes the form of an ex- 
pression of Total Variable Cost. 

':VC » Cb B -r Cj. I + Cu U + Cp fp + Cr f »— (7) 

wh're      B ■ average backorder level 

I = average level af serviceable steck on hand 

U * average level of unserviceable stock on hand ■> 1/2 Qg 

£ ■ frequency of procurement actions 

f - frequency of repair actions 

C^ - cost of holding one unit of serviceable stock 
for one year 

Cu » cost of noldir" one unit of unserviceable stock 
for one year 

C,  ■ penalty cost for stock-ouf. per backorder year 

C  »« set-up cost incurred with eacis procurement" aeLluiV 

Cr - aet"Up cost incurred with each repair action 

This total cost expression is a function of M, Qj, and Q3. The 
conditions for a minimum cost solution are found by taking the partial 
derivatives of (7) with respect to the three decision parameters and 
setting these three partial derivatives equal to zero, resulting in: 

i ..        1 - 
— i + : Vi + — 
Qi        Qi 

k 
B - Va - —sr (8) 

i _ 1 _      J Hr   1 
— I + i V3 + —- B - V* - ^—X- + —— - 0 
Q2 °,       V   2 

f p(x) ix « i I  (1 + i) 

-— (9) 

-—(10) 

-,ei 



where: 

* - Ci / cb - cu / cb 

j • cr / cb 

k - C
D  / Cb 

and: 

Up - expected demand per year an Procurement Manager 

Hr - expected demand per year on Repair Manager 

Fur chermore: 

V. 1      M 

1     "    Q^ .[ (M " x>  TF(x - Ql)  - FCx-Q,   -%ndx 

00 

V-     ■   •—- f CM - x)  [F(x - Q, }  » F(x - 0    . n \i A 

M 
1       " 

V'   =  OIQ~ o <M " x> [F(X " V " F<* - Qi - Qs)] dx 
00 
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The probidfci now becomes one of numerical analysis. We have three equa- 
tions (8 )„ (9 ), and (1C^ which have to bt» solved to find tixa  "optimal" 
values of the three unknowns Qj_, %,  and M. The most practical way to 
do this is by Iterating between M on the one hand and Q, , Qg on the other. 
Given t  starting value o€ v^ and Qg we can calculate M from equation (10); 
we sta t with a very large value for M, and keep decreasing it in snail 
steps until (10) is satisfied. Then, using this value !?.sr M we go to 
equations (8 ) and_(9 ) to solve for Qx and Qa ; this requires a complicated 
scheme because B, 7, Vx , V2 ,  V,, and V4 are not really constants but de- 
pend on Qx and Q2 . Convergence tr.kes place most rapidly if a "gradient" 
method i$  employed: 

1. For given starting values of 0^ and Qs evaluate the 
left hand sid-» of (8 ) which we call 7   ,  and the left hand side 
of (9 ),s^ . If bothJ and f)  are zero then the equations are satis- 
fied and the present values of QA and Qg are optimal if used with 
the present value of M. 

2. If 3   or Kj are not zero, determine the rates of change 
of 3f and Vj with changes in Qx and Q£ , 

w      *»}/      ^n/      ^nz^ 
/«Q, A>GV        /2>Q% /öQ-w 

3. To find the changes to be made in Q2 and Qg which will 
bring 3 and ^ aa close as possible to zero, solve the following 
two equations for AQI and AQ2: 

4. Find a new Q-  » old Qz + AQi 

and a new Qa  ■ old Q£ + AQ8 
Go back to Step 1. 

Having found the value of Qa and Qg satisfying (8 ) and (9_) we can now 
go back to (10) and recalculate M, Then go back and recalculate Q 

and Qa, Keep iterating between M and Qx, Qa until the aolution convergea. 
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APPENDIX B 

THB LOOK AHEAD POLICY 

'Onfortunately, a simple approach using s-ata probabilities is not 
available in this case.    Instead, \,*e have formulated appröscimata ex- 
pressions for average bankorders, average net stock,  fiaque^y of procure« 
ment and repair action«).    The decision parameters which ye want to deter- 
mine ar«: 

Qp : procurement quantity 

Rp ! procurement reorder level 

Qj(_ : minimum planned repair order 

Rp : repair reorder level 

The objective is to minimize Total Variable Coptss 

Tvc - cbS + CjY + cuu + cpfp -> crfr   - - - (I) 

The symbols used here are the same as in Appendix A. A few more terms 
have to be defined: 

XR =  average return rate for unserviceable items 

Xs ~  average deatard rate for serviceable items 

R  »  average repair quantity 

In the discussion on page 8 of thie paper we have already exu   ed that 
the average repair quantity R depends on both Qp and 0R in a r*»„t»er complex 
manner, but for purposes of optimization we will assume ths expression to 
be linear: 

R  - oQp + ß% - - -  (2) 

Ths frequency of procurement orders is found &o: 

fP - (Xs - XR) /Op - - - (3) 

and the frequency of repair orders as: 

fR   - xR / a ■■—--   (4) 

Furthermore average serviceable stock on hand is equal to average net 
stock plus average backorders, 

I-N+B „..(5) 
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Unserviceables on hand drop eo zero each tim,. a repair order Is initiated, 
and then build up again to a repair quantity in sawtooth fashion. If all 
repair orders are of equal else, the average number of unserviceable« on 
hand is then equal to one-half the repair order quantity as Is the case 
with the Two Stock policy. In this case repair orders are not always of 
the same size, but we assume that for purposes of optimisation we can 
still use the approximation 

Ü - 1/2 & (fi) 

The only two levels_for which an expression is not rasdily available 
are average backorders B and average net serviceable stock N.    The fol- 
lowing two sections are devoted to the derivation of these expression.«. 

Calculation of Average Backorders B 

Consider a situation with n serviceable items on hand and a time period 
T to go before the next delivery of serviceable stock will be scade,    it 
can be shown that Che expected value of the D^korder area (cross hatched) 
is equal to 

00 

b   - r^~     f   (y-n)   G(y s I) dv 
n 

where fl(y:T) is the probability that the demand during the period T ex- 
ceeds v 

0~ 

e4 is»,«    e 
Atfctförvy of fftodk 
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We can apply this formula to both the procurement reorder level and 
to the repair reorder level. First consider the case where a procurement 
order is placed upon reaching the procurement reorder level Rp. It will 
take a period Tp before this order is delivered and in the mean tisse we 
expect »  backorder area (measured in backorder years) of 

00 

bx, - r~- f  (y -RP) G<y; TP) dy  (7) 
\s 

£\,p 

This situation arises fp times per year on the avera(.j . 

Similarly in the case where no procurement is initiated upon reaching 
Rp, but a repair order is subsequently placed where RR is reached, we ex- 
pect 

bR " 7T f    (y "RR>   (J(y; TR> dy ■ - -  (8) xs 
% 

This situation arises f„ timci per year. 

The total expected backorder area per year is thus found as: 

B  = fpbp + fR bR ... (9) 

Calculation of Average Net Serviceable Stock N 

Suppose that one would procure a quantity Qp when the level of service- 
ables on hand and due in reaches the procurement reorder level Rp. After 
the procurement lead time Tp but just before the procurement order arrives 
we expect  to have an amount of stock on hand equal to the Reorder level 
minus the expected lead time demand. Then the net stock level shoots up 
»>v — a distance Qp upon the arrival of the order, followed by a decline 

til the next delivery. Assuming that this next delivery is again a pro- 
v >eaent, so that the expected value of net stock just before its arrival 
is again equal to Rp - XgTp. then the average level of net stock in the 
interval between deliveries is: 

np = Rp - xsTp + 1/2 Qp - - - (10) 

Similarly, if a system were subjected to repair deliveries only, and 
all deliveries are of the same size R, then, the net stock level equal? 

nn  - R« - XGT„ + 1/2 R --- (11) 
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The system is under the influence of np for a fraction of tin« 
(XS~XR)/XS *»d under the Influence of n^ for a fraction XR/XC.    Conse- 
quently,   the overall net stock level is approximately 

N    - np   + *3L 
XS 

n- •R -    (12) 

Cost Minimization 

Using the above approximations for B,X,Ü,fp, and fR, we now differ- 
entiate the Total Variable Coat expression (1) with respect to Qp, Ppi 
Qg, and RR and set the four partial derivatives equal to sero. Assuming 
furthermore that the cost of holding unserviceable items, Cu, equals the 
cost of holding serviceable items, C^, we obtain: 

Q p   «r \j ^nt['»'OM u 

R   «   1/ iMsL-t + O+OSl 
*  | —— ,|||M m.nlllMIII      Will   l     '    I (Ik) 

I 
lf 

(") 

i      (,fc) 

voV ut V     «5    C 

I 
Qp and Rp can be numerically obtained by iterating between (1.3) and (15). 
Similarly (14) and (16) can quite easilv be solved fer R «nd R». 
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